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Abstract. A moist idealized test case (MITC) for atmo-

spheric model dynamical cores is presented. The MITC is

based on the Held–Suarez (HS) test that was developed

for dry simulations on “a flat Earth” and replaces the full

physical parameterization package with a Newtonian tem-

perature relaxation and Rayleigh damping of the low-level

winds. This new variant of the HS test includes moisture

and thereby sheds light on the nonlinear dynamics–physics

moisture feedbacks without the complexity of full-physics

parameterization packages. In particular, it adds simplified

moist processes to the HS forcing to model large-scale con-

densation, boundary-layer mixing, and the exchange of la-

tent and sensible heat between the atmospheric surface and

an ocean-covered planet. Using a variety of dynamical cores

of the National Center for Atmospheric Research (NCAR)’s

Community Atmosphere Model (CAM), this paper demon-

strates that the inclusion of the moist idealized physics pack-

age leads to climatic states that closely resemble aquaplanet

simulations with complex physical parameterizations. This

establishes that the MITC approach generates reasonable at-

mospheric circulations and can be used for a broad range

of scientific investigations. This paper provides examples of

two application areas. First, the test case reveals the char-

acteristics of the physics–dynamics coupling technique and

reproduces coupling issues seen in full-physics simulations.

In particular, it is shown that sudden adjustments of the prog-

nostic fields due to moist physics tendencies can trigger un-

desirable large-scale gravity waves, which can be remedied

by a more gradual application of the physical forcing. Sec-

ond, the moist idealized test case can be used to intercompare

dynamical cores. These examples demonstrate the versatility

of the MITC approach and suggestions are made for further

application areas. The new moist variant of the HS test can

be considered a test case of intermediate complexity.

1 Introduction

Atmospheric general circulation models (GCMs) are impor-

tant tools for understanding the climate system. However,

as climate simulations advance with the use of ever more

complex models there is a profound need to understand the

physical characteristics of GCMs in idealized setups (Held,

2005). This evaluation hierarchy should include 2-D shallow-

water models, dry 3-D dynamical cores, moist idealized 3-

D dynamical cores, full-physics aquaplanet configurations

(Neale and Hoskins, 2000), GCMs with complex physical

parameterizations and prescribed surface conditions (Gates

et al., 1999), Earth system models of intermediate complex-

ity (EMICS) (Claussen et al., 2002; Weber, 2010) and fully

coupled atmosphere–ocean–ice–land Earth system models

(ESMs). This quest for a model hierarchy reveals that no

standard simplified moist evaluation technique has been es-

tablished yet. Only recently, Frierson et al. (2006), Frierson

(2007b), O’Gorman and Schneider (2008), and Reed and

Jablonowski (2012) introduced GCM configurations with

highly simplified, moist physical parameterizations. The pa-

per falls into this category and describes a moist dynamical

core test of intermediate complexity for climate-like studies.

Throughout this paper the term “dynamical” core refers to

the resolved fluid flow on the computational grid. In con-

trast, the physical parameterizations (or “physics”) represent

all subgrid-scale processes that cannot be resolved explicitly,

such as precipitation and radiation.

Differences in GCMs are apparent when comparing mod-

els with different parameterizations, computational grids,

and numerical methods (e.g., Lauritzen et al., 2010; Black-

burn et al., 2013). However, the interactions and feedbacks

between the dynamical core and physical parameterizations

make it difficult to diagnose sources of error or clearly distin-
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guish between causes and effects. The large uncertainties as-

sociated with the physical parameterizations may contribute

to, or even hide, biases originating within the dynamical core.

Systematic methods for evaluating and comparing GCMs are

therefore paramount for model development. In an ideal sit-

uation, dynamical core tests should evaluate the fluid flow

by directly comparing the model results to a known analytic

solution. However, analytical solutions are not available for

complex simulations and can only be used to evaluate very

idealized flow conditions, such as steady states (Jablonowski

and Williamson, 2006), linear flow regimes (Baldauf et al.,

2014), or the advection of passive tracers with prescribed

wind fields (Kent et al., 2014). Dynamical core tests for more

complex, nonlinear flow scenarios without a known solution

rely on the premises that models tend to converge toward

a high-resolution reference solution and the results of multi-

ple dynamical cores closely resemble each other within some

uncertainty limit (Jablonowski and Williamson, 2006).

A well-established climate-focused evaluation method for

dry 3-D dynamical cores is the Held–Suarez (HS) test with

idealized physical parameterizations, namely, a Newtonian

temperature relaxation and Rayleigh damping of low-level

winds (Held and Suarez, 1994). This test neither contains

moisture nor a seasonal or diurnal cycle, and the surface

geopotential is flat. Nevertheless, HS-driven simulations re-

semble the general circulation of the atmosphere. There is

no analytic solution to the HS test. Therefore, model inter-

comparisons are generally used to check if the HS results

are reasonable compared to other GCMs. The HS test has

been shown to be sensitive to spatial resolution (Jablonowski,

1998; Wan et al., 2008) and has been useful for explaining

differences in climate models without the need for complex

physical parameterizations or surface boundary conditions

(Chen et al., 1997; Zhang et al., 2013).

A variety of studies have utilized the HS test and vari-

ations thereof. The HS test is often used to validate the

statistical behavior of new dynamical cores (Smolarkiewicz

et al., 2001; Fournier et al., 2004; Tomita and Satoh, 2004;

Richardson et al., 2007) and for dynamical core intercom-

parisons (Jablonowski, 1998). In addition, Wedi and Smo-

larkiewicz (2009) applied amplified HS forcings within a

small-planet testing framework for intercomparisons of non-

hydrostatic dynamical cores. Polvani and Kushner (2002)

used the HS forcing with a slightly modified equilibrium

temperature profile and a high model top to explore the extra-

tropical tropospheric response to imposed stratospheric tem-

perature perturbations. The HS test was also used by Yao

and Jablonowski (2013, 2015) to analyze a quasi-biennial os-

cillation (QBO)-like circulation in the tropical stratosphere.

Furthermore, Mitchell et al. (2002) applied HS forcings with

topography to understand the minimum ensemble size and

error growth of a data assimilation algorithm. Galewsky

et al. (2005) paired the HS test with passive moisture trac-

ers, though the moist tracers did not release latent heat. Two

moist extensions of the HS test were described by Grabowski

and Smolarkiewicz (2002) and Kurowski et al. (2015), who

relaxed the water vapor mixing ratio towards specified rela-

tive humidity values. However, their method was not focused

on mimicking the Earth’s atmospheric flow conditions, as we

do in this paper, but instead only demonstrated the use of an

idealized test in understanding the characteristics of new nu-

merical methods with moisture feedbacks. Note that the latter

two publications do not describe the moist HS extensions in

detail so their experimental setup cannot be easily replicated.

All HS application examples described above demonstrate

the usefulness of idealized GCM assessments and a simple-

to-use definition of the test case. We highlight that these HS

examples go well beyond the initial intent of the HS pub-

lication, which solely focused on a proposal for dynamical

core intercomparisons. In this paper, we propose a slightly

modified variant of the HS forcing and include moisture pro-

cesses via very few simplified physical parameterizations

on a water-covered planet similar to Reed and Jablonowski

(2012) (herein referred to as RJ12), such as some bulk aero-

dynamic latent and sensible heat fluxes at the surface, a sim-

ple boundary-layer mixing of temperature and moisture, and

large-scale precipitation.

Our test is more complex than the moist HS variants in

Grabowski and Smolarkiewicz (2002) and Kurowski et al.

(2015), yet less complex than the simplified physics package

in Frierson et al. (2006) or O’Gorman and Schneider (2008).

The latter two suggested the use of radiative fluxes instead

of the thermal HS relaxation, a slab ocean with constant

depth instead of a prescribed sea surface temperature (SST),

and a more complicated Monin–Obukhov-type boundary-

layer parameterization. However, we show that our proposed

moist variant of the HS test is capable of simulating a quasi-

realistic climate and closely mimics the characteristics of

full-physics aquaplanet “CONTROL” simulations as defined

in Neale and Hoskins (2000). Such traditional aquaplanet se-

tups utilize a complex-physics package on an ocean-covered

Earth with analytically prescribed SSTs and equinoctial radi-

ation. Since land–atmosphere interactions and mountain ef-

fects are removed, it makes it easier to discern causes and

effects in idealized process studies. As a consequence, aqua-

planet simulations have become a valuable tool for evaluating

and comparing different combinations of dynamical cores,

model designs, parameter settings, and physical parameteri-

zations (e.g., Williamson and Olson, 2003; Medeiros et al.,

2008; Williamson, 2008b; Mishra et al., 2011b; Rauscher

et al., 2013). We envision similar broad application areas for

our suggested moist variant of the HS test, which is accom-

panied by the Fortran source code (see the Supplement). This

guarantees the ease-of-use and makes the experimental setup

and results reproducible.

This paper has three goals. First, we explain the design of

the moist idealized test case (MITC), which is easy to use

and implement. Second, we provide MITC example results

that were generated with the spectral element (SE) dynam-

ical core (Taylor and Fournier, 2010; Dennis et al., 2012)
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of the Community Atmosphere Model (CAM5) version 5.3

(Neale et al., 2010). This model is under development at the

National Center for Atmospheric Research (NCAR) and var-

ious Department of Energy (DoE) laboratories. The climate

patterns of the moist idealized circulation are discussed and

directly compared to their CAM5-SE full-physics aquaplanet

counterparts. This demonstrates that the general circulations

in both approaches are comparable and that the test case leads

to reasonable climatic conditions. Third, we present two ex-

ample application areas for the moist idealized test case to

shed light on its versatility. They include selected snapshots

of a dynamical core intercomparison that involves the four

CAM5 dynamical cores: SE, finite volume (FV), Eulerian

(EUL) spectral transform, and semi-Lagrangian (SLD) spec-

tral transform (Neale et al., 2010). Furthermore, we demon-

strate that the MITC approach exposes intricacies of the

physics–dynamics coupling strategy that cannot be revealed

in dry HS experiments. The MITC is computationally effi-

cient and easily ported to different dynamical cores, allow-

ing other modeling groups to assess their own GCMs and test

the characteristics of new dynamical cores. Thus, the MITC

can serve as a valuable tool for understanding and improving

dynamical cores and their physics–dynamics interplay. Fur-

thermore, the MITC can be employed for idealized climate

studies, as mentioned above, that improve our theoretical un-

derstanding of the general circulation.

This paper is structured as follows. Section 2 contains the

description of the moist idealized physics processes. The four

CAM5 dynamical cores are briefly described in Sect. 3. Sec-

tion 4 discusses the general circulation of the MITC CAM5-

SE simulations compared to their aquaplanet counterparts.

Section 5 provides insight into two example applications. In

particular, the physics–dynamics coupling strategy in the SE

dynamical core is analyzed, and snapshots of a MITC dy-

namical core intercomparison are presented. Section 6 makes

further suggestions for other application areas and possible

extensions of the MITC approach. Furthermore, this section

calls for community participation to foster the moist dynam-

ical core research. Section 7 summarizes all findings.

2 Description of the physical parameterizations of the

moist idealized test case

The proposed MITC approach utilizes simplified moist

physics parameterizations paired with slightly modified forc-

ings from the HS test (Held and Suarez, 1994). The simpli-

fied moist physics parameterizations follow those from the

short-term tropical cyclone test case by RJ12 with several

modifications. In brief, the physical forcings incorporate sur-

face fluxes of latent and sensible heat as well as momentum,

boundary-layer mixing, large-scale precipitation, and radia-

tion. Here, we briefly describe the key equations and pro-

cesses, and point to RJ12 and Held and Suarez (1994) for

some of the details of the implementation. In particular, im-

plicit time-stepping approaches are used to enhance the nu-

merical stability of the surface flux and boundary-layer cal-

culations. These details are also shown in the supplementary

Fortran routine, which allows for a rapid inclusion of the

MITC in other dynamical cores.

The MITC modifications of RJ12 and HS, which are de-

tailed below, make the simplified moist physics package

appropriate for long-term climate studies. Neither seasonal

cycles nor topography are included; therefore, the climate

statistics should be identical in both hemispheres. Any hemi-

spheric differences in the model results are due to sam-

ple size rather than dynamical processes. We recommend

spinning the model up from an idealized moist initial state

(see Appendix A) for 6 months and analyzing the following

30 months (∼ 2.5 years) of data. In our simulations, 1 month

always contains 30 days and is independent of the actual cal-

endar months.

2.1 Large-scale precipitation

Moisture is removed from the atmosphere using the large-

scale condensation scheme described in RJ12; see Eqs. (1)

through (14) in that publication. Condensation occurs when

the grid cell reaches saturation according to the Clausius–

Clapeyron equation. The saturation-specific humidity, qsat, is

qsat (T )=
ε

p
e∗0 exp

[
−
L

Rv

(
1

T
−

1

T0

)]
, (1)

where p is the pressure of the moist air with units Pa and

T is the temperature with units Kelvin. The constants are

defined as ε = 0.622, T0 = 273.16 K is the triple point of

water, e∗0 = 610.78 Pa is the saturation vapor pressure at T0,

L= 2.5× 106 Jkg−1 is the latent heat of vaporization at T0,

and Rv = 461.5 Jkg−1 K−1 is the gas constant for water va-

por. The condensation rate, C, is given by

C =
dqsat

dt
=

1

1t

q − qsat (T )

1+ L
cp

Lqsat

RvT 2

 , (2)

where 1t denotes the physics time step, q is the specific

humidity, and cp = 1004.6 Jkg−1 K−1 is the specific heat at

constant pressure. If a dynamical core uses a leapfrog time-

stepping scheme1t needs to be replaced with 21t as pointed

out in RJ12. Note that Eq. (2) is only strictly valid under

the assumption that there is no change in the pressure of the

moist air, which is typical for physical parameterizations in

hydrostatic models. However, Eq. (2) in combination with

the isobaric temperature adjustment shown in Eq. (3) can

also be used as an anelastic approximation in nonhydrostatic

models (Thurre and Laprise, 1996; Malardel, 2011). This is

further detailed in Sect. 2.6.

If q > qsat (over 100 % relative humidity), then latent

heat is released and the condensate is immediately recorded

as precipitation and removed from the system; thus, re-

evaporation does not occur and there are no clouds. The
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resulting temperature and specific humidity changes due to

condensation at constant pressure are

∂T

∂t
=
L

cp
C, (3)

∂q

∂t
=−C . (4)

The condensation leads to the large-scale precipitation rate

Pls with units in meters (of water column) per second

Pls =
1

ρwaterg

ps∫
0

Cdp ≈
1

ρwaterg

nlev∑
k=1

Ck
(
pk+1/2−pk−1/2

)
, (5)

where ρwater = 1000 kgm−3 is the density of water, g =

9.80616 ms−2 is gravity, and ps denotes the moist surface

pressure in Pa. The precipitation is summed over all nlev

vertical model levels where Ck is the condensation rate at

model level k, and pk±1/2 is the pressure of the moist air in

Pa at the interface between two full model levels. In Eq. (5)

it is assumed that the level index k increases downward (i.e.,

k = 1 is the top model level) such that the difference between

the two interface levels, or pressure level thickness, is always

positive.

2.2 Prescribed boundary conditions

The MITC approach is designed for a water-covered Earth

without topography. Therefore, the surface geopotential, 8s,

needs to be set to zero. The constant SST from RJ12 is re-

placed with a prescribed SST profile dependent on latitude.

The SST profile, Ts, is defined by

Ts =1T exp

(
−

φ2

2(1φ)2

)
+ Tmin , (6)

where 1T = 29 K is the SST difference between the Equa-

tor and poles, Tmin = 271 K is the SST at the poles, φ is the

latitude in radians, and 1φ = 26π/180 controls the latitu-

dinal width of the Gaussian function. This SST profile was

motivated by lowest-level temperature profiles from a dry

HS experiment. It also resembles the prescribed SSTs from

the APE CONTROL experiment (Neale and Hoskins, 2000),

particularly in the tropics and midlatitudes. The SST pro-

file includes temperatures slightly below freezing polewards

of 60◦ N/S. However, these temperatures do not drop below

271 K, the approximate freezing point of sea water. Thus,

the prescribed SST acts as a lower-boundary forcing on the

atmosphere to facilitate reasonable latent and sensible heat

fluxes.

2.3 Surface fluxes

The original HS Rayleigh friction of the zonal and merid-

ional winds at the lowest model level, shown later in Eq. (14),

acts as the surface momentum flux. Therefore, the RJ12 for-

mulation for the zonal and meridional surface momentum

forcings (Eqs. 33 and 34 in RJ12) is not used to avoid dou-

ble counting the surface friction. However, surface fluxes of

sensible and latent heat are still needed. These temperature

and moisture surface fluxes come from the RJ12 specifica-

tion (see their Eqs. 22 and 23 in kinematic units with the

time-implicit update Eqs. C3 and C6). They lead to the sur-

face forcings,

∂Ta

∂t
=
CH |va|(Ts− Ta)

za

(7)

∂qa

∂t
=
CE |va|

(
qsat,s− qa

)
za

, (8)

at the lowest model level. If a model needs surface fluxes in

energy units (Wm−2), the corresponding sensible (H) and

latent (E) heat formulations at the surface are

H = ρa cpCH |va|(Ts− Ta) (9)

E = ρa LCE |va|
(
qsat,s− qa

)
. (10)

In these equations Ta, qa, and ρa are the temperature, spe-

cific humidity, and density of the moist air at the lowest

model level, respectively, and qsat,s is the saturation-specific

humidity at the surface with temperature Ts. The unitless

bulk transfer coefficients for sensible heat, CH = 0.0044,

and water vapor, CE = 0.0044, are set to the same value.

These values are 4 times higher than the values used for

the tropical cyclone studies in RJ12 to enhance the planetary

boundary-layer mixing and surface fluxes. This is motivated

by the fact that the typical HS lowest-level wind speed |va|

is weak in comparison to the tropical cyclone wind speeds

in RJ12. Note though that these CH and CE settings are big-

ger than theoretical values derived from observations. These

typically range between 0.001 and 0.0025 (e.g., Pond et al.,

1974; Smedman et al., 2007) depending on the environmen-

tal conditions. Our enhanced values can therefore be viewed

as a compensation mechanism for the missing complexity of

the physical mixing and surface-exchange processes.

The lowest model level wind speed, |va|, and height posi-

tion, za, are

|va| =

√
ua

2+ va
2 (11)

za =
RdTv,a

g

(lnps− lnp_)

2
, (12)

where Rd = 287.04 Jkg−1 K−1 is the dry-air gas constant,

Tv,a = Ta(1+0.608qa) is the virtual temperature at the lowest

model level, and p_ is the pressure of the moist air in Pa at

the edge (interface level) between the lowest and second low-

est full model levels. The definition of za in Eq. (12) corrects

a sign error in Eq. (28) of RJ12, where ps and p_ were acci-

dentally reversed. In our vertical grid configuration detailed

later, the position of the lowest model level, za, is located at

a height of approximately 60–65 m.
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The MITC temperature forcing can also be modified for

different prognostic variables. For example, if a model solves

the thermodynamic equation in terms of potential tempera-

ture then the sensible heat forcing at the surface (Eq. 7) can

be reformulated to

∂2a

∂t
=
CH |va|(Ts− Ta)

za

(
p00

pa

)Rd
cp

, (13)

where 2a and pa denote the potential temperature and pres-

sure of the moist air at the lowest model level, respectively,

and p00 = 105 Pa is a reference pressure. The derivation of

this equation implicitly assumes that the pressure of the moist

air stays constant in time in the physical parameterization

package. As mentioned in Sect. 2.1, this is a typical assump-

tion in hydrostatic GCMs and is further discussed for hydro-

static and nonhydrostatic models in Sect. 2.6.

2.4 Boundary-layer mixing

The original HS Rayleigh damping of low-level winds acts as

the boundary-layer mixing scheme for the horizontal velocity

fields. The horizontal velocity vector, v = (u,v)T , with the

zonal and meridional wind components u and v, respectively,

is damped by the HS formulation

∂v

∂t
=−kf max

(
0,
σ − σb

1− σb

)
v, (14)

where kf = 1 day−1, σb = 0.7, and σ = p/ps is the vertical

sigma coordinate where the pressures p and ps have the same

units. This Rayleigh damping affects the boundary layer be-

low approximately 700 hPa. The velocity damping is strong

at the lowest model level where it acts as surface friction as

mentioned in Sect. 2.3. The HS Rayleigh friction is used in-

stead of the boundary-layer mixing of momentum described

in RJ12 (their Eqs. 15, 16, 40, 41, and 46).

In practice, all of our example CAM5 dynamical cores

utilize hybrid pressure-based vertical coordinates with

p(η,ps)= a(η)p00+ b(η)ps, where η represents each verti-

cal level (Simmons and Burridge, 1981). η is approximately

equivalent to σ in the lower troposphere because the a(η) co-

efficients are typically zero or small below 700 hPa (e.g., see

Table B1 in RJ12 for the values of the CAM5 a and b hybrid

coefficients at level interfaces). Therefore, we use η instead

of σ in our implementation of Eq. (14). The findings in our

paper do not depend on this choice because the correspond-

ing climate statistics are indistinguishable.

The HS boundary-layer momentum forcing, Eq. (14), pro-

vides sufficient damping for the u and v fields, but does not

affect the temperature and specific humidity. RJ12 suggest

a simple planetary boundary-layer (PBL) turbulence param-

eterization in which the vertical turbulent flux of potential

temperature, w′2′, and vertical turbulent flux of specific hu-

midity, w′q ′, are

w′2′ =−KE
∂2

∂z
, (15)

w′q ′ =−KE
∂q

∂z
, (16)

where 2 is the potential temperature, w is the vertical veloc-

ity, and z is the height. The overbar indicates a time average

and the prime denotes the deviation from the time average.

The eddy diffusivity coefficient,KE , used in Eqs. (15) and

(16) is set to

KE =

CE |va|za for p > ppbl ,

CE |va|za exp

(
−

[
ppbl−p

pstrato

]2
)

for p ≤ ppbl ,
(17)

where ppbl = 850 hPa is the top of the boundary layer

and pstrato = 100 hPa impacts the rate of decrease of the

boundary-layer mixing with height. RJ12 explains in detail

how the PBL physics tendencies for temperature and specific

humidity are applied (see their Eqs. 18, 38, 39, and their Ap-

pendix D, especially the semi-implicit update Eqs. D28, D29,

and D31). These details are also included in the supplemen-

tary Fortran routine.

2.5 Radiation

Idealized radiation is based on the HS Newtonian temper-

ature relaxation to a prescribed radiative equilibrium tem-

perature, which is a function of latitude and pressure. The

prescribed equilibrium temperature profile has been slightly

modified from the original HS profile in order to facilitate

a model solution that is similar to the zonally and tempo-

rally averaged climatologies of aquaplanet simulations. The

original HS equilibrium temperature leads to a climatology

that is too warm and energetic in comparison to aquaplanet

simulations and observations. The modified profile for the

equilibrium temperature, Teq, is

Teq (φ,p)= max
{

200 K,
[
TEquator− (1T )ysin2φ−

(1θ)z log

(
p

p0

)
cos2φ

](
p

p0

)κ}
, (18)

where (1T )y = 65 K, (1θ)z = 10 K, p0 = 1000 hPa is a ref-

erence pressure, p is the pressure of the moist air in hPa, and

κ = Rd/cp. The two differences in comparison to the origi-

nal HS Teq profile are the use of TEquator = 294 K in Eq. (18)

instead of the original HS equatorial maximum temperature

315 K, and the redefinition of the meridional Equator–pole

temperature difference (1T )y = 65 K instead of the original

HS value of 60 K.

The model temperature, T , is relaxed toward the equilib-

rium temperature profile by

∂T

∂t
=−kT (φ,σ )

[
T − Teq (φ,σ )

]
(19)

at each grid point and physics time step. The temperature

relaxation coefficient, kT , is defined as

kT (φ,σ )= ka+ (ks− ka)max

(
0,
σ − σb

1− σb

)
cos4φ , (20)
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where ka = 1/40 day−1 and ks = 1/4 day−1, as in the orig-

inal HS test. As before, we use η instead of σ in our imple-

mentation of Eq. (20).

2.6 Physics–dynamics coupling

The MITC approach allows for the analysis of dynamical

cores, often with vastly different numerical techniques and

computational grids, in the presence of moisture. In our im-

plementation the large-scale condensation and precipitation

are computed first, followed by the forcing from the surface

fluxes of temperature and moisture. Boundary-layer mixing

of temperature and moisture is applied next, followed by the

Rayleigh friction mechanism of the original HS forcing. Sim-

plified radiation, represented by the modified HS temperature

relaxation (Sect. 2.5), is computed last. The surface fluxes

and boundary-layer mixing of temperature and moisture are

implemented using a partially implicit time-stepping scheme

(see Eqs. C3, C6, and D23–D31 in RJ12). The Rayleigh fric-

tion is applied with a forward-Euler time-stepping approach,

although a fully implicit time-stepping scheme is also pos-

sible if desired for enhanced numerical stability. The results

do not depend on this choice. These implementation details

and the corresponding Fortran routine are provided to enable

other modelers to replicate this setup. All physical forcings

are implemented in a sequential (a.k.a. time-split) way. This

means that each process uses updated state variables before

the next physical forcing is computed. Therefore, the order

of the physics processes matters and should not be modified.

The actual coupling between the dynamical core and the

physics package is model dependent (Williamson, 2002)

and defaults should be used. For example, the dynamical

cores SE and FV are designed with the time-split physics–

dynamics coupling strategy, which means that the dynamical

core has already updated the prognostic variables before the

physical package is entered. In contrast, EUL and SLD em-

ploy a parallel (a.k.a. process-split) coupling strategy. These

two dynamical cores use the same state variables for both the

computation of the dynamical and physical forcing tenden-

cies, and apply these tendencies together at the end of the

time step to update the prognostic variables.

The simplified physics package presented here assumes

that the sequence of physical processes does not change

the mass of the moist air; e.g., the pressure of the moist

air is unchanged while going through the physics sequence.

This is also assumed in the complex CAM5 physics pack-

age, and is a standard in hydrostatic GCMs. However, once

moisture is added or removed via the physical parameteri-

zations the pressure of the moist air or the moist air density

needs to change in models that use these in their dynamical

core formulations. It is paramount to implement this pres-

sure or density adjustment while conserving the dry air mass

at the very end of each physics time step. An example im-

plementation for CAM5-FV is shown in Neale et al. (2010)

(their Sect. 3.1.8). However, the implementation algorithm is

model dependent and might also be represented by a global

“mass-fixing” algorithm in some models, such as EUL and

SLD. In addition, the geopotential needs to be recomputed

in hydrostatic models with pressure-based vertical coordi-

nates after the temperature and pressure adjustments from the

physical parameterizations. This is typically done within the

dynamical core via the integration of the hydrostatic equation

and should be checked.

We note that, strictly speaking, nonhydrostatic models

with height-based vertical coordinates need to utilize a con-

stant density (a.k.a constant volume) assumption within the

physical parameterization package. However, as explained

by Thurre and Laprise (1996), Thurre (1998), and Malardel

(2011) the assumption of a constant pressure of the moist

air in the physics combined with an isobaric update of the

temperature (Eq. 3) corresponds to an anelastic filtering of

the diabatic forcing in nonhydrostatic models. In particular,

Malardel (2011) showed, with a nonhydrostatic and hydro-

static version of the same GCM, that this anelastic physics–

dynamics coupling in nonhydrostatic simulations leads to

almost identical results in comparison to hydrostatic simu-

lations at hydrostatic scales. This ensures that the isobaric

physics processes described in this paper are also applicable

(as an approximation) to nonhydrostatic model formulations

with grid spacings wider than about 10 km. If unapproxi-

mated physics–dynamics coupling strategies are desired in

nonhydrostatic GCMs, careful attention needs to be paid to

the model design. As explained by Petrik et al. (2011) (their

Eq. 23), models with a prognostic thermodynamic equa-

tion in the isochoric cvT form and a prognostic equation

for the pressure of the moist air need physics adjustments

due to latent heat and mass redistributions of water species

in both prognostic equations. On the other hand, nonhydro-

static models that use the thermodynamic equation in poten-

tial temperature form and a continuity equation for the dry air

density can be coupled in an identical way for both isobaric

and isochoric assumptions (William Skamarock, NCAR, per-

sonal communication, 2015). However, an isochoric require-

ment invalidates the saturation adjustment shown in Eq. (2),

which will need to be replaced with an iterative procedure.

Such changes to the MITC test case are allowed for nonhy-

drostatic models but will need to be documented. However,

as argued above the current physics–dynamics coupling is

applicable as an anelastic approximation in nonhydrostatic

models and such isochoric changes should only marginally

affect the simulation results at hydrostatic scales.

In the four CAM5 example dynamical cores discussed be-

low, the physical tendencies and the pressure corrections of

the moist air are applied as a sudden adjustment after each

physics time step. This is an obvious choice for models with

identical dynamics and physics time steps such as the CAM5

dynamical cores EUL and SLD. It is also the default setting

for CAM5-FV, which sub-cycles the dynamical core mul-

tiple times before the physical forcings abruptly adjust the

prognostic variables. However, the sub-cycled CAM5-SE dy-
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namical core provides two coupling options that are both ex-

plored in this paper. Besides the sudden adjustment of the

state variables after each long physics time step (denoted as

se_ftype= 1 later), the alternative option adds a fraction of

the physics forcing at each sub-cycle, and thereby short, dy-

namics time step (denoted as se_ftype= 0 in Sect. 5.1). The

latter leads to a gentler adjustment of the prognostic vari-

ables.

3 Brief description of the four CAM5 dynamical cores

We illustrate the characteristics of the moist idealized test

case via four example dynamical cores. As mentioned before,

these are the SE, FV, EUL spectral transform, and SLD spec-

tral transform dynamical cores of CAM5, which is the atmo-

sphere component of the Community Earth System Model

(CESM). All dynamical cores use 30 pressure-based vertical

levels with the model top at about 2 hPa (see Appendix B in

RJ12 for the exact level placement). In addition, all CAM5

dynamical cores are built upon the hydrostatic “primitive

equation” set. Detailed descriptions of all four CAM5 dy-

namical cores can be found in Neale et al. (2010). Here we

only present a brief description of them.

The SE dynamical core (Dennis et al., 2012) is the most

recent dynamical core available in CAM and is considered

the new default in future versions of CAM. SE is based

upon on a cubed-sphere grid with a co-located Arakawa A-

grid staggering of all prognostic variables. The cubed-sphere

grid eliminates the “pole problem” caused by the converging

meridians in latitude–longitude grids and increases scalabil-

ity on massively parallel computer systems. The horizontal

discretization uses a continuous Galerkin spectral finite el-

ement method, or spectral element method, and is fourth-

order accurate in the horizontal direction (Taylor et al., 1997;

Taylor and Fournier, 2010). The vertical discretization em-

ploys a floating Langrangian coordinate in which the prog-

nostic variables are periodically remapped to a vertical ref-

erence grid. Tracers are transported via the same spectral-

element scheme. The time discretization uses an explicit

Runge–Kutta time-stepping method. The dynamical core is

sub-cycled multiple times before the physical parameteriza-

tions are invoked. In our SE version (summer of 2013), the

default physics–dynamics coupling was set to se_ftype= 1,

which uses a sudden adjustment of the state variables after

each long physics time step.

The FV dynamical core is the default dynamical core for

CAM versions 4 and 5. FV is built on a regular latitude–

longitude grid with Arakawa D-grid staggering. The hori-

zontal discretization is based on a mass-conserving finite-

volume transport scheme with semi-Lagrangian provisions

for long time steps (Lin and Rood, 1996, 1997; Lin, 2004).

As in SE, the vertical discretization is built upon a floating

Lagrangian coordinate with periodic vertical remapping to

a reference grid. The finite-volume tracer transport in FV is

inherently conservative and less diffusive than transport in

EUL and SLD (Rasch et al., 2006). FV employs limiters that

introduce implicit numerical diffusion. In addition, a polar

Fourier filter is applied in the zonal direction poleward of

about 40◦ N/S. FV’s time-stepping method is fully explicit,

and the dynamics are sub-cycled within each 2-D Lagrangian

layer to guarantee the stability of the fastest waves.

The EUL spectral transform dynamical core was the de-

fault dynamical core in earlier versions of CAM and is cur-

rently available as an option within CAM5. EUL is formu-

lated in vorticity-divergence form on an Arakawa A-grid

(Neale et al., 2010). It uses a three-time-level spectral trans-

form method on a quadratic Gaussian grid with a semi-

implicit, leapfrog time integration scheme. The leapfrog

scheme is stabilized via the Robert–Asselin filter with fil-

ter coefficient α = 0.06 (e.g., Jablonowski and Williamson,

2011). The vertical discretization utilizes a finite-difference

method. EUL’s tracer advection algorithm is built upon

a semi-Lagrangian scheme.

The SLD dynamical core is an optional dynamical core

in CAM5 and uses a two-time-level, semi-implicit, semi-

Lagrangian spectral transform method as described by Neale

et al. (2010). SLD utilizes a quadratic Gaussian transform

grid with Arakawa A-grid staggering and a semi-Lagrangian

advection algorithm for momentum, mass, and tracers with

cubic interpolations. These interpolations act as numerical

dissipation. In addition, SLD employs a decentering tech-

nique with the default coefficient ε = 0.2 that damps the flow

field and suppresses orographic resonance in real-world ap-

plications (e.g., see Jablonowski and Williamson, 2011).

Resolutions for all four dynamical cores are approximately

the same, although slight differences exist due to the un-

derlying grids. SE uses a cubed-sphere grid with resolu-

tion ne30np4 (∼ 1◦), denoting 30× 30 elements across each

cubed-sphere face where each element has third degree poly-

nomials (np = 4 collocation points) for fourth-order accuracy.

FV uses a fixed latitude–longitude grid with a resolution of

1◦× 1◦. SE and FV have an approximate 110 km grid spac-

ing at the Equator. The spectral transform models EUL and

SLD apply a T85 triangular truncation and utilize a 256×128

quadratic Gaussian grid (∼ 1.5◦). This corresponds to a grid

spacing of about 156 km at the Equator. Williamson (2008b)

demonstrated that these resolutions for FV and EUL are

equivalent in the context of an aquaplanet simulation de-

spite the slightly wider grid spacings in the spectral trans-

form models. Table 1 lists the resolutions as well as the de-

fault physics and dynamics time steps for all four dynamical

cores.

The CAM5 dynamical cores are paired with their default

diffusion mechanisms and respective coefficients, which are

also listed in Table 11. SE utilizes an explicitly added

1For reproducibility at the ≈ 1◦ resolutions, the CAM5-SE time

step settings in the input Fortran namelist were tstep_type= 1

(five-stage Runge–Kutta time-stepping variant), se_nsplit= 2, and
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Table 1. Horizontal grid resolutions with approximate grid spacings1x near the Equator, physics and dynamics time steps1t , and explicitly

added diffusion mechanisms for all four dynamical cores.

Dynamical Resolution 1x Physics Dynamics Explicitly added

Core (km) 1t (s) 1t (s) diffusion

SE ne30np4 110 1800 300 ∇
4 hyper-diffusion

FV 1◦× 1◦ 110 1800 180 ∇
4 divergence damping

EUL T85 156 600 600 ∇
4 hyper-diffusion

SLD T85 156 1800 1800 –

fourth-order horizontal hyper-diffusion similar to EUL, as

described by Dennis et al. (2012), and the diffusion coef-

ficients are ν = 1.0× 1015 m4 s−1 for the rotational compo-

nent and νdiv = (2.5)
2
× 1015 m4 s−1 for the divergent com-

ponent. FV uses fourth-order horizontal divergence damp-

ing as further described by Whitehead et al. (2011). EUL

uses an explicitly added fourth-order horizontal ∇4 hyper-

diffusion with the coefficient ν = 1.0× 1015 m4 s−1, as sug-

gested by Williamson (2008a). SLD does not apply any ex-

plicitly added diffusion in the dynamical core because there

is sufficient implicit dissipation due to the cubic interpola-

tions in the semi-Lagrangian approach. This implicit numeri-

cal diffusion mimics fourth-order hyper-diffusion as assessed

by McCalpin (1988).

CAM5’s complex physical parameterization package is

detailed by Neale et al. (2010) (see also the references

therein) and is used for the aquaplanet comparisons in

Sect. 4. In brief, the complex CAM5 physics package con-

tains deep and shallow convective parameterizations, as well

as a moist boundary-layer turbulence scheme based on the

turbulent kinetic energy. In addition, CAM5 includes pa-

rameterizations for cloud microphysics, cloud macrophysics,

surface exchanges, orographic gravity wave drag, and the ra-

diative effects of aerosols as well as a scheme for short- and

longwave radiation. Our aquaplanet simulations utilize the

bulk aerosol model (BAM) with prescribed aerosols that are

zonally and hemispherically symmetric.

4 Comparison of the MITC and aquaplanet general

circulations in CAM5-SE

The simplified physics parameterizations have a different

form than their complex-physics CAM5 equivalents. How-

ever, this section demonstrates that the resulting general cir-

culation in the MITC and full-physics aquaplanet simulations

is quite comparable. For brevity, we only choose CAM5-SE

to characterize the general circulation and moisture charac-

rsplit= 3, leading to a 15 min remapping time interval and 5 min

dynamics and tracer time step. The Fortran namelist input setting

for FV’s dynamics sub-cycling method was nsplit= 10, which sets

the dynamics time step to the physics time step divided by nsplit

(1tdyn = 3 min here). The FV vertical remapping time step is equal

to the physics time step.

teristics in the two model configurations. The same conclu-

sions can also be drawn when using the other CAM5 dynam-

ical cores (not shown). Two variants of the CAM5-SE aqua-

planet simulation with the “CONTROL” SST setting (Neale

and Hoskins, 2000) are used for the comparison. In one sim-

ulation, the complex CAM5 physical parameterization pack-

age is used to generate a standard aquaplanet simulation.

In another simulation, CAM5’s Zhang–McFarlane deep con-

vection parameterization (Zhang and McFarlane, 1995) has

been turned off, leaving only large-scale precipitation as im-

plemented in CAM5’s microphysics scheme and the precip-

itation from CAM5’s shallow convection parameterization

(Park and Bretherton, 2009). The latter setup provides a more

direct comparison to the MITC approach, which only in-

cludes resolved-scale (large-scale) precipitation. Throughout

this paper the term aquaplanet simulation (APS) will refer

to the standard aquaplanet simulation with deep convection

and the aquaplanet simulation with no deep convection (APS

(NDC)) will be denoted as such.

The comparison presented here demonstrates that the

moist idealized physics package can create a reasonable gen-

eral circulation of the moist atmosphere without the com-

plexity of the CAM5 physics suite. Aquaplanet simulations

are an attractive alternative comparison tool to observations

because the new test case does not have topography or sea-

sons, two features that greatly affect observational data. All

SE simulations have the same resolution, physics and dynam-

ics time steps, and diffusion coefficients as listed in Table 1.

Unless noted otherwise, all analyses represent 2.5 year time

means. However, slight latitudinal asymmetries in the means

are still possible with this sample size.

4.1 Dynamical fields and eddy components

Figure 1a–c highlight the close resemblance between the

time-mean zonal-mean temperature profiles in both the

MITC and aquaplanet simulations. This is also exempli-

fied by the similar positions of the tropopause levels (red

lines), as calculated via the World Meteorological Organiza-

tion (WMO) static stability criterion (WMO, 1992). The tem-

perature cross sections are somewhat different in the lower

stratosphere above 100 hPa, where the aquaplanet tempera-

tures increase more with height. This is expected because the

two aquaplanet configurations capture the radiative heating
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Figure 1. Comparison of CAM5-SE latitude–pressure cross sections in MITC (left column), APS (NDC) (middle column), and APS (right

column): Time-mean zonal-mean (a, b, c) temperature, (d, e, f) zonal wind, (g, h, i) meridional eddy heat flux v′T ′, and (j, k, l) eddy kinetic

energy. The red line in (a, b, c) indicates the position of the tropopause.

in the lower stratosphere. The MITC temperature profile, on

the other hand, is governed by the relaxation toward the equi-

librium temperature profile, which is isothermal at 200 K in

the upper troposphere and lower stratosphere. In the follow-

ing discussions we do not focus on these systematic strato-

spheric differences, which also appear in other diagnostics

but are unimportant for the analysis here.

An interesting temperature difference between the MITC

and aquaplanet simulations is the vertical extent of the warm

tropical temperature dome (e.g., see the 280 K contour) in the

lower atmosphere, which extends further up in the MITC.

This is caused by different condensational heating charac-

teristics. More specifically, the condensational heating in the

MITC due to large-scale precipitation maximizes around

800 hPa near the Equator, which is also displayed later in

Sect. 4.2 (Fig. 3a). In contrast, the convection parameteri-

zations in the complex-physics aquaplanet simulations shift

the equatorial condensation peaks upward to a position near

525 hPa in APS (Fig. 3b). This leads to the slightly warmer

temperatures in the lower-to-mid-tropical MITC atmosphere.

However, the time-mean global-mean temperatures are very

comparable. They are 246.34 K in the SE MITC simulation

and 246.93 K in SE APS. These global-mean temperatures

also closely resemble the other three CAM5 dynamical cores

that all lie in the range from 246.3 to 246.6 K for MITC and

246.6 to 247.2 K for APS.

The latitude–pressure cross sections of the time-mean

zonal-mean zonal wind are shown in Fig. 1d–f. The zonal-

wind patterns are quite similar and feature westerly jets cen-

tered around 30◦ N/S with maximum wind speeds around

55–60 ms−1 at ∼ 200 hPa in the aquaplanet setups and

around 65 ms−1 at ∼ 150 hPa in MITC. The slightly higher

location and higher jet speed in MITC is closely related to the

temperature differences in the upper troposphere and lower

stratosphere that are linked to the zonal wind via the thermal

wind relationship. All model configurations develop easterly

www.geosci-model-dev.net/9/1263/2016/ Geosci. Model Dev., 9, 1263–1292, 2016



1272 D. R. Thatcher and C. Jablonowski: Moist variant of the Held–Suarez test for atmospheric GCMs

Figure 2. Comparison of CAM5-SE latitude–pressure cross sections in MITC (left column), APS (NDC) (middle column), and APS (right

column): time-mean zonal-mean (a, b, c) vertical pressure velocity ω, (d, e, f) specific humidity, and (g, h, i) relative humidity. Note that the

latitude range for ω is 15◦ S to 15◦ N and the color scale for specific humidity is nonlinear.

flows in the tropics and at high latitudes in the lower atmo-

sphere. In addition, there is an indication that MITC and APS

(NDC) (Fig. 1d and e) compare more favorably as hypothe-

sized earlier. This is at least true in the tropics where the ab-

sence of the deep convection parameterization in APS (NDC)

impacts the zonal-wind distribution most significantly.

Figure 1g–i shows the latitude–pressure cross sections of

the time-mean zonal-mean meridional eddy heat flux [v′T ′],

where the primes indicate the variations from the time-

means, and the bracket and overbar symbolize the zonal and

time averages, respectively. The magnitudes and the overall

shapes of all three profiles compare very well. There are large

areas of poleward eddy heat transport in the midlatitudes

below 400 hPa, and additional midlatitudinal poleward heat

transport cells above 250 hPa. All cross sections show that

the poleward heat transport maximizes around 40◦ N/S. The

main difference between the MITC and the aquaplanet sim-

ulations is the vertical extent of the eddy heat transport. The

MITC eddy heat transport is strongest near 850 hPa, whereas

the aquaplanet peaks are located higher up near 700 hPa. This

causes the aquaplanet heat transports to be more prevalent in

the region between 700 and 400 hPa where the MITC heat

transport diminishes more strongly in the upward direction.

Finally, the eddy kinetic energy profiles [0.5(u′u′+ v′v′)]

are shown in Fig. 1j–l. As before, the shapes and strengths

of the eddy kinetic energy patterns are very similar. The

MITC simulation shows the upper-tropospheric midlatitudi-

nal peaks at a slightly higher location, which is connected to

the upward shifted zonal jet maxima seen in Fig. 1d.

As a side note, the MITC and aquaplanet eddy heat fluxes

and kinetic energy values match the typical values from dry

HS experiments quite well with extrema around±20 Kms−1

and 400 m2 s−2, respectively, as shown in Wan et al. (2008).

However, the presence of moisture has a profound impact

on the location of the eddy kinetic energy peaks, which are

shifted equatorwards by about 10◦ in the moist simulations.

Related differences are also apparent in the temperature and

zonal-wind distributions. The centers of the midlatitudinal

zonal jets near the tropopause shift equatorward from about

45 to 30◦ N/S and the magnitudes of the zonal jets double
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from around 30 m s−1 to about 60 ms−1 in the moist simu-

lations. These higher jet speeds are a result of the increased

meridional temperature gradients throughout the troposphere

(above the boundary layer) in the moist simulations. These

enhanced meridional gradients are caused by tropical heating

and mid-to-high-latitude cooling tendencies from the physi-

cal parameterizations, which are displayed in Fig. 3a and b.

This necessitates higher vertical zonal-wind shears in accor-

dance with the thermal wind relationship.

4.2 Vertical velocity and moisture distributions

Moist processes are an important aspect of any GCM. In

the aquaplanet simulations, the complex-physics parame-

terizations handle shallow and deep convection, cloud mi-

crophysics, cloud macrophysics, cloud–aerosol interactions,

boundary-layer mixing, and surface fluxes. These processes

are highly simplified or largely missing in the MITC simula-

tion. However, the moist circulation patterns are comparable.

In particular, we demonstrate that MITC compares particu-

larly well to APS (NDC).

The time-mean zonal-mean CAM5-SE vertical pressure

velocities, ω, in the tropics are shown for (left) MITC, (mid-

dle) APS (NDC), and (right) APS in Fig. 2a–c. The overall

shapes of the vertical pressure velocities are comparable. All

simulations show a narrow updraft area, the upward branch

of the Hadley circulation, close to the Equator and sinking

motion poleward of about 7◦ N/S. However, Fig. 2a and b

displays that the absence of the deep convection parameteri-

zation in MITC and APS (NDC) enhances the updraft speeds,

narrows the updraft areas, and anchors the peaks in the lower

atmosphere near 800 hPa. This is consistent with the notion

that the vertical transport of the moist air into the upper tro-

posphere is less effective without deep convection. There-

fore, saturation is predominantly reached at lower levels and

mainly removed by resolved-scale precipitation, which re-

leases latent heat in the lower atmosphere and enforces the

low-lying updrafts.

Furthermore, ω shows two equatorial updraft peaks in the

APS simulation, one in the lower atmosphere near 800 hPa

and one in the upper atmosphere near 400 hPa. This suggests

that the precipitation from the deep convection scheme pro-

vides enhanced heating at upper levels, which is also con-

firmed by the APS physics temperature forcing shown in

Fig. 3b. The deep convection scheme thereby enhances the

updrafts aloft and widens the updraft area in the tropics. Pole-

wards of the tropical area the general circulation continues

with a Ferrell and polar cell over the mid- and high latitudes,

which leads to almost identical updrafts at around 60◦ N/S

and sinking motion over the polar regions (not shown).

MITC uses simple surface fluxes and boundary-layer dif-

fusion to inject and mix moisture in the lower atmosphere,

which is then transported and modulated globally by the

resolved-scale flow and the moist physics parameterizations.

Figure 2d–f shows the latitude–pressure cross sections of the

time-mean zonal-mean-specific humidity in all three simu-

lations. The general shapes and magnitudes of the specific

humidity fields are largely similar. Differences are mostly ap-

parent in the tropics at lower levels. Below 800 hPa the aqua-

planet simulations show extended areas with high moisture

contents between 20◦ N/S, whereas the MITC simulation ex-

hibits a narrower upward peak at the Equator.

The general latitudinal distributions of the surface latent

heat fluxes in MITC and the aquaplanet simulations are com-

parable (not shown), although there is about 20 % less sur-

face latent heat release in MITC with a time-mean global-

mean of 73 W m−2 vs. 93 Wm−2 in APS. This is a contrib-

utor to the dryer lower atmosphere in MITC. However, the

main cause for the difference in the low-level moisture dis-

tributions in Fig. 2d–f is that the MITC parameterizations do

not mix the lower-atmosphere moisture as effectively as the

complex aquaplanet parameterizations, which is an expected

feature. This is confirmed by the total specific humidity ten-

dencies in Fig. 3c and d, which are recorded by the physi-

cal parameterization packages. In MITC (Fig. 3c), the pos-

itive specific humidity tendencies are solely caused by the

boundary-layer mixing. The MITC mixing is strongest be-

low 900 hPa and quickly diminishes in the upward direction.

In APS (Fig. 3d), the positive specific humidity tendencies in

the tropics express the balance between the boundary-layer

forcing and the moist-physics forcing (individual plots not

shown). Here it is apparent that the resulting positive mois-

ture tendencies in the lower APS troposphere (Fig. 3d) reach

higher locations than their MITC counterparts (Fig. 3c). The

positive aquaplanet moisture forcing maximizes at 800 hPa

between 10 and 20◦ N/S. This widens the areas with high

specific humidity values in the aquaplanet simulations in

comparison to the narrow MITC peak at the Equator.

As an aside, the deep convection parameterization in APS

(Fig. 2f) transports equatorial moisture higher into the atmo-

sphere than the APS (NDC) (Fig. 2e) or MITC (Fig. 2d),

which is also apparent in the enhanced APS relative humidity

values at the Equator in Fig. 2i. We also note that the moist

physics parameterizations in the aquaplanet simulations al-

low for re-evaporation of precipitation as it falls, which en-

hances the specific humidity contents below precipitating

clouds. Re-evaporation is not included in the MITC physics

package. However, we tested a version with re-evaporation

and the resulting moisture distribution is almost identical to

the results shown here. Therefore, we do not pursue the re-

evaporation variant of the MITC design any further.

The time-mean zonal-mean relative humidity distributions

are shown in Fig. 2g–i, combining the information about

the specific humidity and the general circulation of the at-

mosphere. Overall, all relative humidity patterns and magni-

tudes are similar. Some differences are visible in the polar

regions in the mid-troposphere where the aquaplanet simu-

lations exhibit higher relative humidity values. In addition,

the MITC distribution shows somewhat larger dry cells in

the subtropical downward branch of the Hadley circulation
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Figure 3. Comparison of CAM5-SE latitude–pressure cross sections in MITC (left column) and APS (right column): Time-mean zonal-mean

(a, b) total temperature tendency and (c, d) total specific humidity tendency from the physical parameterization packages. The latitude range

is 30◦ S to 30◦ N.

(around 20◦ N/S) where precipitation is at a minimum as later

shown in Fig. 4. The APS (NDC) and MITC configurations

are less efficient at bringing moisture into the upper tropo-

sphere near the Equator, and tend to have higher relative hu-

midity values throughout the lower troposphere in compar-

ison to APS. In all three simulations, the relative humidity

shows dry areas above the tropopause.

The characteristics of the time-mean zonal-mean total

temperature tendencies and total specific humidity tenden-

cies (Fig. 3a–d) have largely been mentioned in the dis-

cussions above. Here, we briefly highlight the close resem-

blance between the net physical forcing patterns and their

magnitudes in the MITC and APS simulations. This cannot

be taken for granted and is a result of the MITC parame-

ter tuning, Here, we do not display the results for the APS

(NDC) configuration because they closely resemble APS.

The main difference between APS and APS (NDC) is the

position of the condensational heating maximum in Fig. 3b,

which moves downward in APS (NDC).

4.3 Precipitation rates

Figure 4 displays the CAM5-SE time-mean zonal-mean and

hemispherically averaged precipitation rates for MITC in

comparison to the (a) APS (NDC) and (b) APS simulations.

The aquaplanet total precipitation rates (PRECT) are divided

into large-scale precipitation (PRECL) and convective pre-

cipitation (PRECC). This distinction is important because

MITC does not have a convection parameterization. There-

fore, all of its total precipitation occurs at the grid scale

(PRECT=PRECL). The overall distributions of the precip-

itation rates match qualitatively. The maximum precipita-

tion rates are recorded at the Equator, the minima are lo-

cated around 15–20◦ N/S, secondary midlatitudinal maxima

are found between 35 and 40◦ N/S and the precipitation di-

minishes at higher latitudes. All CAM5-SE simulations ex-

hibit a singe precipitation peak in the tropics. MITC has less

total equatorial precipitation than APS (NDC) (Fig. 4a), al-

though the total moist idealized precipitation rate (in black) is

nearly identical to the large-scale component of APS (NDC)

denoted in blue. The additional precipitation (PRECC, in

green) in APS (NDC) comes from the shallow convection

scheme. Once deep convection is included (see Fig. 4b), the

convective component of the equatorial precipitation PRECC

increases and the large-scale component PRECL greatly de-

creases, while the equatorial peak widens to include a slightly

larger range of latitudes. However, the total precipitation rate

in APS is comparable to the precipitation rate in MITC, and

their equatorial peaks overlay each other.

The precipitation rates in Fig. 4 are consistent with

Table 2 that lists the global-mean time-mean precipita-

tion rates and the time-mean zonal-mean peak precip-

itation rates at the Equator. Note that the time-mean

globally averaged total APS precipitation rate in Ta-

ble 2 is much larger (3.21 mmday−1) than the values

for MITC because it includes the convective precipita-

tion. The globally averaged large-scale precipitation rate for

APS (NDC), 2.33 mmday−1, is quite comparable to MITC,

2.10 mmday−1. As mentioned above, the equatorial peak

rates in MITC are also quite comparable to the large-scale

PRECL rate in APS (NDC). Overall, MITC has less global-

mean precipitation than APS, which is also true when com-

pared to reanalysis data (around 3 mmday−1, see e.g., Saha

et al., 2010). This could be changed when, for example, in-
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Table 2. Time-mean precipitation statistics for CAM5-SE in units mmday−1: global-mean and zonal-mean at the Equator showing the total

precipitation rates (PRECT) and the fraction of large-scale (PRECL) vs. convective (PRECC) precipitation rates for MITC, APS NDC and

APS.

Model Acronym Precipitation Global-mean Equatorial

configuration type precipitation precipitation

Moist idealized MITC Total 2.10 19.68

Aquaplanet (no deep) APS NDC Total 3.24 27.68

Large-scale 2.33 19.35

Convective 0.91 8.33

Aquaplanet APS Total 3.21 17.97

Large-scale 1.18 4.88

Convective 2.03 13.09

Figure 4. CAM5-SE time-mean zonal-mean precipitation rate

(hemispherically averaged) for MITC (black) compared to (a) APS

(NDC) and (b) APS. The total aquaplanet precipitation rate

(PRECT, red dashed) is divided into the large-scale precipita-

tion rate (PRECL, blue dotted) and convective precipitation rate

(PRECC, green dash-dot).

creasing the bulk transfer coefficients in the current MITC

surface flux parameterization. However, this should be done

with care to guarantee that the global circulation is still rea-

sonable as demonstrated via the current MITC parameter

choices. In addition, we emphasize that a perfect match be-

tween MITC and aquaplanet simulations cannot be expected

and is not the goal of our study. Our goal is to create a rea-

sonable match.

Figure 5 shows the CAM5-SE frequency distribution of

the precipitation rates in MITC and APS, where APS splits

up the contributions from the total, large-scale, and convec-

tive (PRECT, PRECL, PRECC) precipitation rates. In par-

ticular, the figure displays the fraction of the precipitation

rate between 10◦ N and 10◦ S that falls into each precipi-

tation bin. This analysis is based on 6 months of 6-hourly

instantaneous data (no time averaging). The data have been

conservatively regridded to a 2◦× 2◦ latitude–longitude grid

before the analysis, as recommended by Chen and Knutson

(2008) and Williamson (2008a). In particular, Williamson

(2008a) argued that precipitation extremes should be ana-

lyzed on spatial scales that are larger than(ideally double) the

size of the truncation limit of the model. This lessens the im-

pact of somewhat different grid sizes when intercomparing

different models. In addition, it leads to a more robust anal-

ysis because precipitation extremes are not modeled reliably

at the grid scale and often do not converge with increasing

horizontal resolution. The precipitation rates in Fig. 5a range

from 0 to 120 mmday−1 with 1 mmday−1 bins, and Fig. 5b

ranges from 0 to 600 mmday−1 with 10 mmday−1 bins.

The presence of the convective precipitation in the aqua-

planet simulation leads to different precipitation frequency

distributions in Fig. 5. MITC has a greater fraction of its pre-

cipitation occurring at rates over 40 mmday−1. This is an

expected result because MITC has no sub-grid parameteri-

zations and requires saturation on the grid scale to initiate

precipitation. This allows the moisture to build up and the

resulting rainfall occurs in large events with greater precip-

itation rates, as seen in Fig. 5b. Often, the extreme events

can be characterized as isolated “grid-point storms”. Below

40 mmday−1 the APS shows a greater fraction of precipi-

tation rate. As seen by the green line, this lighter precip-

itation is mostly triggered by the convective parameteriza-

tions, which includes both the shallow and deep convection

schemes. These analysis results change significantly when

MITC is compared to the aquaplanet simulation without the
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Figure 5. Precipitation frequency distribution of the SE precipitation rates averaged between ±10◦ for MITC (black), aquaplanet total

precipitation (PRECT, red), large-scale precipitation (PRECL, blue), and convective precipitation (PRECC, green) ranging from (a) 0 to

120 mmday−1 with 1 mmday−1 bins and (b) 0 to 600 mmday−1 with 10 mmday−1 bins.

Figure 6. Same as Fig. 5 except comparing to APS (NDC).

deep convection scheme as showcased in Fig. 6. Here, APS

(NDC) has a total precipitation rate distribution (in red) that

lies on top of the MITC distribution. This impressive match

suggests that the MITC configuration produces an appropri-

ate precipitation rate distribution for a GCM without a deep

convection parameterization.

4.4 Convectively coupled equatorial waves

As the last point of comparison, we analyze the convectively

coupled equatorial waves in all three CAM5-SE configura-

tions with MITC, APS (NDC), and APS at the resolution of

110 km. Figure 7 shows the wavenumber–frequency spectra

for all simulations. These plots display the spectral power as

a function of wavenumber and frequency and are generated

using 96-day windows with 60 days of overlap, as described

by Wheeler and Kiladis (1999). The analysis is based on 6

months of 6-hourly instantaneous data between 15◦ S and

15◦ N. We select the temperature at 100 hPa instead of the

often used outgoing longwave radiation (OLR), because the

latter is not available in the moist idealized physics simula-

tion. The solid lines are dispersion curves that indicate lines

of constant equivalent depth with h= 12, 25, and 50 m. They

are derived from shallow-water theory and give information

about the vertical wave lengths and phase speeds. In particu-

lar, the relation between the phase speed cph and the equiva-

lent depth is cph =
√

gh in the absence of a zonal background

flow. The thick dashed line is the h= 200 m dispersion curve.
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Figure 7. Wavenumber–frequency diagrams for CAM5-SE show-

ing spectral power for the symmetric component of the 100 hPa

equatorial temperature averaged between ±15◦ in the (a) MITC,

(b) APS (NDC), and (c) APS simulations. The solid lines show

the theoretical shallow-water dispersion curves for the equivalent

depths h= 12,25, and 50 m without a mean background velocity.

The thick dashed line is the h= 200 m dispersion curve.

Figure 7 displays the symmetric components of the equa-

torial waves after the background spectrum has been re-

moved following the Wheeler and Kiladis (1999) approach.

The asymmetric components of the wavenumber–frequency

spectra are not shown because they do not exhibit any sta-

tistically significant wave activity. Figure 7 includes disper-

sion curves for eastward traveling Kelvin waves, eastward

and westward n= 1 inertio-gravity waves (IG), and west-

ward traveling equatorial n= 1 Rossby waves (ER) where

n denotes the mode number. MITC features Kelvin waves

for equivalent depth of over h= 50 m with periods ranging

mainly from 3 to 30 days. APS also contains Kelvin waves,

although they have an equivalent depth of about h= 50 m

and are strongest at wavenumber 1 with a period of 20–

30 days. The APS (NDC) contains similar, slightly more in-

tense than APS, Kelvin waves, with dominant periods be-

tween 3 and 30 days.

As the convection parameterization simplifies, from shal-

low and deep convection in APS to no parameterizations

in MITC, the strengths and the phase speeds of the Kelvin

waves tend to increase. The increased phase speeds are

equivalent to larger equivalent depths according to the disper-

sion relation quoted above. The Kelvin waves in MITC seem

to be more prevalent at higher frequencies (shorter wave pe-

riods). These changes are linked to the varying complexity

of the precipitation processes that act as the wave genera-

tor. In general, the precipitating systems in the tropics are

more organized in APS whereas the precipitation regimes are

“spottier” in APS (NDC) and MITC with more grid-point-

like storms. The latter is an expected characteristic of models

without a deep convection parameterization. This character-

istic is also visible in Hovmöller diagrams of instantaneous

tropical precipitation rates (not shown) and indirectly in the

850 hPa vertical pressure velocities in Fig. 8, which are dis-

cussed in the next section.

Both MITC and APS (NDC) also feature Kelvin waves

with very high frequencies, greater than 0.5 cycles per

day (2 day waves), and very large equivalent depth (h≈

200 m). This 200 m equivalent depth is the theoretically

determined depth associated with the peak projection re-

sponse to deep convective heating, as described by Wheeler

and Kiladis (1999). These “nonconvectively coupled” waves

have a half-wavelength of about 14 km, therefore extend-

ing over the depth of the tropical troposphere. These

waves are very common in dynamical fields, but are typi-

cally missing in Wheeler–Kiladis diagrams based on OLR

data. For comparison, some examples of the CAM-SE

(also called “HOMME”) aquaplanet wavenumber–frequency

spectra based on OLR data are presented in Mishra et al.

(2011a), who highlighted the convectively coupled waves

with typical equivalent depths between 12 and 50 m. In

addition, Semane and Bechtold (2015) provide additional

pointers for comparisons and showed symmetric OLR

wavenumber–frequency spectra from aquaplanet simulations

at a T159 spectral transform resolution with a linear Gaus-

sian grid (≈ 125 km grid spacing). In particular, they showed

results without and with a deep convection scheme, which

suggest that the inclusion of their convection scheme leads

to slightly more energetic wave spectra. However, this find-

ing is different from our result in Fig. 7 that show enhanced

Kelvin wave activity without the deep convection parameter-
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Figure 8. Instantaneous latitude–longitude snapshots of the 850 hPa

vertical pressure velocity in CAM5-SE for the (a) dry Held–Suarez

test case, (b) MITC, (c) APS (NDC), and (d) APS.

ization. These differences could be related to the nature of

the convection parameterizations in both models and the fact

that Fig. 7 is based on a different (100 hPa temperature) data

set. Such aspects will require further investigation.

5 MITC example applications

The analysis in Sect. 4 demonstrates that the overall climatic

states in MITC and the aquaplanet simulations are compa-

rable. Despite its simplicity, the moist idealized simulation

generates convectively coupled equatorial waves and reason-

able precipitation distributions. Furthermore, the character-

istics of the general circulation and the precipitation-related

processes in the moist idealized test case makes convincing

arguments that the circulation is an adequate candidate for

applications, such as the analysis of the physics–dynamics

coupling or a dynamical core intercomparison. Snapshots of

these example applications are presented in the next two sub-

sections.

5.1 An analysis of the physics–dynamics coupling in

CAM5-SE

We now demonstrate the strength of the MITC approach

in revealing the intricacies of the physics–dynamics cou-

pling strategy in CAM5-SE. This aspect cannot be inves-

tigated in dry dynamical core tests, and physics–dynamics

coupling questions have recently received renewed interest

as documented by Gross et al. (2016). Figure 8 shows in-

stantaneous, randomly selected latitude–longitude snapshots

of the 850 hPa vertical pressure velocity from (a) dry HS,

(b) MITC, (c) APS (NDC), and (d) APS simulations. These

snapshots were taken after the simulations had fully spun

up. The dry HS snapshot of SE in Fig. 8a exhibits the typ-

ical structure of updrafts along the Equator, which mimic the

Intertropical Convergence Zone (ITCZ). In addition, the up-

drafts and downdrafts in the midlatitudes are aligned with the

frontal zones of the baroclinic systems. The contours in the

dry HS simulation are very smooth with occasional spectral

ringing signatures at higher latitudes. However, in the moist

MITC simulation with SE (Fig. 8b) distinct, large-scale ring-

ing patterns are visible. They originate from grid-point-scale

areas of precipitation along the Equator as shown in Fig. 9c

and d. This gravity wave ringing is also visible in APS (NDC)

in Fig. 8c and to a lesser degree in the APS experiment with

SE (Fig. 8d) where the circular patterns transform into many

broken and noisy contours. However, some broken gravity

wave circles near the Equator are still visible around 50◦ E in

APS.

This suggests that the deep convection parameterization

reduces the occurrences of the grid-scale precipitation events

and thereby the large-scale gravity wave generation in APS.

This is a desired and expected outcome because the deep con-

vection parameterization removes moisture before the grid

box reaches saturation and thereby prevents large amounts

of condensed water from being removed in a single time

step. However, the CAM5 deep convection parameterization

cannot eliminate the overall very noisy and undesirable flow

characteristics. We conclude that small areas with extreme

precipitation enhance the gravity wave activity in CAM5-SE,
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Figure 9. Instantaneous latitude–longitude snapshots of the (left) 850 hPa vertical pressure velocity and (right) large-scale precipitation rate

for two different physics–dynamics coupling strategies in CAM5-SE with moist idealized physics (MITC). (a, b) gradual application of the

physics tendencies in the sub-cycled dynamical core (se_ftype= 0) and (c, d) sudden adjustment of the prognostic variables at each physics

time step (se_ftype= 1).

but that they are not the sole cause of the noise. The noise

must be linked to a different mechanism, and the MITC ap-

proach now serves as an idealized test bed to distinguish be-

tween causes and effects. Because the phenomenon has been

isolated in MITC, only very few mechanisms and model vari-

ants need to be explored instead of the many choices in APS.

As mentioned above, Fig. 9c and d reveal that the centers

of the gravity wave ringing patterns in MITC are co-located

with intense grid-point storms, which are located along the

Equator near 60◦ E and 90◦W in this random snapshot. In

Fig. 8a it was also revealed that the ringing is absent if the

dynamical core is coupled to the dry Held–Suarez physics.

This strongly suggests that the source of the noise does not lie

within the dynamical core, but either comes from the moist

physics processes or originates at the coupling interface be-

tween the dynamical core and the physics. The latter aspect is

indeed the source of the problem. As mentioned in Sects. 2.6

and 3, our version of CAM5-SE utilized the se_ftype= 1

coupling strategy and therefore the state variables are sud-

denly adjusted at the end of the relatively long physics time

step (30 min) before the dynamical core is called again. This

also incorporates the sudden adjustment of the pressure field

in the case that moisture was removed or added in a grid col-

umn by the physical parameterizations.

An alternative coupling strategy is provided in CAM5-SE

as an input option (se_ftype= 0) that transfers the forcing

tendencies from the physics parameterization package to the

dynamical core. The dynamical core then applies the phys-

ical forcing tendencies gradually with the sub-cycled, and

thereby short (5 min), dynamics time step. The results of

this MITC simulation are depicted in Fig. 9a and b. Nothing

else was changed. As before, the figure shows an instanta-

neous, randomly selected snapshot of the (left) 850 hPa ver-

tical pressure velocity field and (right) the precipitation rate.

Strong grid-scale precipitation areas are still present along

the Equator, but the circular gravity wave patterns are elimi-

nated. This simulation now has very similar flow characteris-

tics to the dry HS simulation, but with enhanced updraft and

downdraft speeds as expected in the more energetic moist

simulation. There are occasional spectral ringing patterns,

but overall the contours are very smooth. The more gradual

se_ftype= 0 coupling choice has therefore been adopted as

the default in the most recent versions of CAM5-SE.

As an aside, we had also analyzed the impact of other

modeling choices on the gravity wave noise in the CAM5-

SE se_ftype= 1 configuration. These were variations of the

hyper-diffusion coefficients and the switch from the floating

Lagrangian vertical coordinate with periodic remapping (de-

fault) to a finite-difference treatment of the vertical deriva-

tives in the dynamical core. None of these dynamical core

adjustments made a substantial difference and are therefore

not shown. This confirmed our original hypothesis that the

gravity wave ringing did not originate from the dynamical

core, but rather from its interaction with the moist physical

parameterizations.
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5.2 Snapshots of a moist dynamical core

intercomparison

The preceding subsection highlights why simplified moist

dynamical core test cases like MITC are helpful in the de-

velopment and testing of GCMs. Furthermore, the MITC

approach can also be utilized to intercompare different dy-

namical cores, which we present here as a second applica-

tion example. We now focus on the characteristics of all four

CAM5 dynamical cores (SE, FV, EUL, and SLD), which are

available as options in NCAR’s CESM modeling framework.

Each dynamical core uses the identical implementation of the

MITC physics package. In addition, selected snapshots, such

as those comparing the kinetic energy spectra or precipita-

tion distributions in MITC and APS, use the same CAM5

complex-physics package with identical tuning coefficients

for APS. Therefore, any differences in the results are due to

the different numerical designs of the dynamical cores and

their physics–dynamics coupling interfaces. This reveals the

impact of the dynamical cores on the general circulation and

is a contribution to the very few systematic intercomparisons

of moist dynamical cores.

Besides the tropical cyclones studies by RJ12 and Reed

et al. (2015), the only systematic long-term “climate” as-

sessments were presented by Williamson (2008b). He con-

ducted an aquaplanet comparison of FV and EUL with the

predecessor CAM3 physics package and also investigated

the impact of increasing horizontal resolutions on the cli-

mate statistics. Other intercomparisons, such as the inter-

national Aqua-Planet Experiment (Williamson et al., 2012;

Blackburn et al., 2013), the Atmospheric Model Intercom-

parison Project (AMIP; see Gates et al., 1999), or the In-

tergovernmental Panel for Climate Change (IPCC) assess-

ments, are conducted with different dynamical cores and dif-

ferent physics packages, making it impossible to distinguish

between causes and effects.

As described in Sect. 3, the CAM5 dynamical cores use

different numerical methods and grid designs, and therefore

represent a variety of choices commonly used in GCMs. No

special dynamical core tuning is applied and each dynamical

core uses its default settings, such as the time step length

and diffusion coefficients for the approximate 1◦ resolutions

(see Table 1). For brevity, we only present selected snapshots

of the MITC intercomparison, including the assessment of

numerical noise, the comparison of the diffusive properties

via the kinetic energy spectra, as well as rainfall and tropical

wave assessments.

5.2.1 An assessment of numerical noise

In order to connect our discussion to Sect. 5.1, we first shed

light on the presence of gravity wave noise in the other three

dynamical cores when coupled to the MITC physics package.

Instantaneous, randomly selected snapshots of their 850 hPa

vertical pressure velocities are shown in Fig. 10, which can

Figure 10. Instantaneous latitude–longitude snapshots of the

850 hPa vertical pressure velocity in MITC simulations with (a) FV,

(b) EUL, and (c) SLD.

readily be compared to the corresponding SE 850 hPa verti-

cal pressure velocities in Figs. 8b and 9a and c. Again, all

models were fully spun up before the snapshots were taken,

and the snapshots are representative of the whole simulation.

The snapshots show that the circular gravity wave signa-

tures of the SE dynamical core are not present in the other

three dynamical cores. This is despite the fact that FV, EUL,

and SLD are also implemented with the sudden physics ad-

justment strategy at the end of the physics time step, and that

they occasionally exhibit grid-point-size storms. The physics

time steps (30 min) are identical in SE, FV, and SLD while

a shorter physics time step (10 min) is required in EUL for

numerical stability reasons.
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Despite the short EUL physics time step, which should

have helped lessen the impact of the sudden physical adjust-

ments as seen in SE (Fig. 9), the EUL simulation in Fig. 10b

is the noisiest of the three. The spectral ringing, the so-called

Gibbs phenomenon, of the spectral transform method breaks

up the structured systems and creates many checkerboard-

like updraft and downdraft patterns. The Gibbs phenomenon

is caused by the need to represent fields with discontinuities

or sharp gradients by smooth global basis functions. Such

noise in the vertical velocity field can cause spurious noisy

rainfall, which is sometimes called “spectral rain”. Increas-

ing the strength of the explicitly added diffusion lessens the

Gibbs ringing in EUL, as demonstrated by Jablonowski and

Williamson (2011) in dry simulations, but might generally

be undesirable and can degrade other climate diagnostics.

The magnitudes of the updrafts and downdrafts in EUL are

the most extreme in comparison to the other three dynamical

cores, and the updraft maxima (around −2.8 Pas−1) exceed

the chosen color scale. These updraft peaks are fueled by in-

tense grid-scale-size precipitation events (not shown here),

which have the strongest effect on EUL’s vertical pressure

velocities in the midlatitudes.

The vertical pressure velocity patterns in the SLD simu-

lation (Fig. 10c) are also very noisy, but their magnitudes

are less intense. SLD, like EUL, is based on the spectral

transform method and is impacted by the same Gibbs phe-

nomenon. The SLD simulation is somewhat more diffusive

than EUL (see also Fig. 11 discussed next) due to the built-in

semi-Lagrangian interpolations in the numerical scheme and

the Gibbs ringing is more damped. In contrast, the FV simu-

lation (Fig. 10a) shows rather smooth contours in the tropics

and midlatitudes, highlighting the presence of the ITCZ and

baroclinic systems. However, at high latitudes the contours

are less organized and broken. This may be caused by the

converging meridians of the latitude–longitude grid near the

poles and the polar filtering needed for numerical stability.

The MITC approach thereby allows for a systematic assess-

ment of this aspect and the polar filter strength (not discussed

here).

5.2.2 Kinetic energy spectra

The kinetic energy (KE) spectra provide insight into how at-

mospheric motions are distributed across spatial scales, and

are used to assess the quality of the discretizations and their

diffusive properties. Theory and observations suggest that

the spectrum should have a slope of k−3 where k symbol-

izes the spherical wavenumber (Nastrom and Gage, 1985).

Such a slope corresponds to the downscale cascade of en-

strophy, while at small wavelengths (less than approximately

400 km) the slope transitions to k−5/3, corresponding to the

downscale cascade of energy (Skamarock, 2011). The k−5/3

regime cannot be presented in 1◦ simulations, but is expected

at higher horizontal resolutions (0.25◦ and finer) as shown by

Jablonowski and Williamson (2011) (their Sect. 13.3.8) and

Figure 11. 250 hPa kinetic energy spectra for MITC (solid lines)

and APS (dashed lines) simulations with SE (black), FV (red), EUL

(blue), and SLD (green). The slopes can be compared to the theo-

retical k−3 slope.

Evans et al. (2013). In general, the downward curve in the

kinetic energy at high wavenumbers near the truncation limit

results as kinetic energy is removed via explicitly added and

numerically implicit diffusion mechanisms.

Figure 11 shows the 250 hPa kinetic energy spectra for the

MITC simulations compared to APS for all four dynamical

cores. The spectra for the APS (NDC) are very similar to

APS and are therefore not shown. The spectra are cutoff near

the highest resolved wavenumber based on the horizontal res-

olution. For SE and FV we select a cutoff of about k = 130,

while for EUL and SLD the highest resolved wavenumber is

85.

The aquaplanet and moist idealized kinetic energy spectra

perfectly overlay each other in the low wavenumber regime.

At higher wavenumbers, APS is slightly more diffusive than

the MITC simulations, as depicted by the steeper slopes.

However, the general characteristics of the four APS kinetic

energy spectra is replicated in MITC. In particular, the two

SE simulations show the steepest descents and are most dif-

fusive near the truncation limit. These are followed by the

pairs of the FV and SLD simulations whereas the two EUL

slopes are the shallowest. The EUL spectra drop off in almost

perfect accordance with the theoretical k−3 slope.

Based on these slope assessments, one might conclude that

EUL exhibits the highest “effective resolution”, which Ska-

marock (2004) defines as the point where the drop-off of the

KE spectra becomes steeper than the theoretical line. There-

fore, EUL might be viewed as the most accurate dynamical

core. However, this is clearly not the case when taking into

account EUL’s instantaneous vertical pressure velocity field

(Fig. 10b). On the contrary, this analysis suggests that EUL’s

kinetic energy near the truncation limit is falsely elevated due

to the presence of small-scale noise, and that models with
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Figure 12. MITC time-mean zonal-mean hemispherically averaged

precipitation rates for SE (black), FV (red dashed), EUL (blue dot-

ted), and SLD (green dash-dot).

adequate diffusive properties near the grid scale are likely

to exhibit steeper than k−3 slopes at high wavenumbers. Of

course, very steep drop-offs and early departures from the

theoretical slope do indeed indicate that the explicitly added

or implicit numerical diffusion impacts the larger scales. This

reduces the dynamical core’s ability to truthfully represent

mid-scale to smaller-scale waves, which is undesirable.

In summary, the discussion demonstrates that the steep-

ness of the slopes of the kinetic energy spectra are dominated

by the dynamical cores. The KE distributions in the MITC

simulations mimic the behavior of complex aquaplanet sim-

ulations, which mimic the behavior of realistic full-physics

simulations with topography as shown by Evans et al. (2013).

Therefore, MITC can be used as an idealized tool to assess,

compare, and tune the diffusive properties of moist model

configurations.

5.2.3 Precipitation-related processes

The next analyses focus on selected precipitation-related pro-

cesses. The general characteristics of the time-mean, zonal-

mean precipitation rates of all four MITC dynamical cores

are shown in Fig. 12. The forcing terms and zonal results are

symmetric about the Equator, therefore the two hemispheres

have been averaged together to reduce sampling variability.

The precipitation rates are similar, especially for the precipi-

tation rates in the midlatitudes and polar regions (not shown),

which all overlay the MITC SE precipitation rate depicted in

Fig. 4. However, the MITC precipitation rates in the tropics

differ somewhat as displayed in Fig. 12 and Table 3. SLD has

the highest tropical precipitation rate between ±3–0◦, with

an equatorial peak of about 23 mmday−1, followed by EUL,

FV, and SE in descending order. The EUL, FV, and SE sim-

ulations have very similar peak precipitation rates between

18.6–19.7 mmday−1 at the Equator, but are characterized by

slightly different latitudinal distributions. The two spectral

Table 3. Comparison of the time-mean global-mean total precipi-

tation rates (PRECT) and the time-mean zonal-mean precipitation

rates closest to the Equator in units mmday−1. All four CAM5 dy-

namical cores are listed in MITC and APS mode.

Model Dynamical Global-mean Equatorial

configuration core precipitation precipitation

Moist idealized (MITC) SE 2.10 19.68

FV 2.10 18.62

EUL 2.18 19.54

SLD 2.27 22.76

Aquaplanet (APS) SE 3.21 17.97

FV 3.23 20.03

EUL 3.17 19.19

SLD 3.17 17.30

transform models, SLD and EUL, exhibit a narrower precipi-

tation profile, whereas the distributions in the two grid-point-

based dynamical cores, FV and SE, occupy a slightly wider

latitudinal range.

These tropical precipitation rates in MITC allow for fur-

ther process studies. From theory, it is expected that the

large-scale precipitation rates are closely connected to the

horizontal convergence of the lower-level winds, which in

turn determines the strength of the updrafts at lower levels in

the ITCZ region. These dynamical connections are displayed

in Figs. 12 and 13. In particular, Fig. 12 demonstrates that the

equatorial precipitation rate is strongest in SLD, followed by

EUL, FV, and SE. As a consequence, the resulting equatorial

updrafts in Fig. 13 are therefore strongest in SLD, followed

by EUL and the rather similar updraft speeds in FV and SE.

Because precipitation is favored in regions with abundant

moisture (present in all dynamical cores) and strong updrafts

this explains the differing strengths of the equatorial precip-

itation rates. As an aside, once precipitation is enhanced in

SLD, the latent heating from precipitation is increased and

further supports strong updrafts and lower-level convergence.

This is a positive feedback loop that was also discussed for

self-enforcing grid-point storms by Williamson (2013).

Figures 12 and 13 also confirm the earlier MITC finding

that the two spectral transform models, SLD and EUL, ex-

hibit a narrower ITCZ profile than the grid-point-based dy-

namical cores, FV and SE. This is displayed by the narrower

regions of equatorial precipitation, or equivalently the steeper

slopes in the precipitation rate curves, in SLD and EUL. Ad-

ditionally, SLD and EUL exhibit stronger low-level down-

drafts between ±12 to ±5◦, which reside in the descending

branch of the Hadley circulation (Fig. 13c and d). In sum-

mary, Figs. 12 and 13 demonstrate that the Hadley circula-

tion in MITC simulations is more vigorous in SLD and EUL

with narrower and more intense updraft zones at the Equator.

This raises the question whether the numerical designs of

the dynamical cores contribute to the differing strengths of

the Hadley circulations. The spectral transform method rep-

resents a global numerical discretization where the flow at
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Figure 13. Latitude–pressure profiles of time-mean, zonal-mean

vertical pressure velocity in MITC for (a) SE, (b) FV, (c) EUL, and

(d) SLD.

each point depends on all other grid points. The grid-point-

based models are built upon local numerical discretizations

that only rely on nearest-neighbor information. However,

the question whether these numerical design differences sys-

tematically impact the Hadley circulation cannot be deter-

mined from these four model examples and will require ad-

ditional model intercomparisons. It is interesting though that

the MITC precipitation and Hadley circulation characteris-

tics are not fully replicated by their CAM5 aquaplanet coun-

terparts (not shown in detail, but see Table 3). Once more

complex moist interactions are included in the APS exper-

iments the maximum precipitation and updraft strength are

exhibited by FV with a mean equatorial peak precipitation

rate (PRECT) of around 20 mmday−1 as listed in Table 3.

In addition, the APS PRECT distributions in EUL, SLD,

and SE (shown earlier in Fig. 4b) almost overlay each other

with slightly different mean equatorial peaks between 17.3

and 19.2 mmday−1 (see Table 3). This demonstrates that the

peak APS total precipitation rates at the Equator are quite

similar to their MITC variants, but that the interaction with

the CAM5 physical parameterizations changes the relative

order of the four dynamical cores. In addition, the time-mean

global-mean precipitation rates are bigger in APS (about

3.2 mmday−1) than in MITC (about 2.2 mmday−1) due to

the more elaborate hydrological cycle in aquaplanet simula-

tions. Such differences between the MITC and APS simula-

tions need to be expected and are mainly caused by the pres-

ence of the shallow and deep convection parameterizations

and the more effective boundary-layer mixing in APS. Their

presence also strongly modulates the widths and strengths

of the Hadley circulation as shown earlier for CAM5-SE

(Figs. 2a–c and 4).

As an aside, the overall similarities between the four

CAM5 dynamical cores in the MITC and APS configurations

are quite remarkable. This is in sharp contrast to the APE

simulations documented by Williamson et al. (2012) and

Blackburn et al. (2013), who intercompared 16 aquaplanet

configurations with different dynamical cores and different

physical parameterizations. For example, their time-mean,

zonal-mean, and hemispherically averaged total precipitation

rates exhibit equatorial peaks between 10 and 34 mmday−1

(Fig. 4 in Blackburn et al., 2013). This strongly suggests that

the likely more subtle differences between the dynamical

cores (as seen in MITC and APS) can easily be overshad-

owed by a more dominant impact of the varying physical pa-

rameterizations in the APE simulations. This again demon-

strates the importance of well-designed idealized test cases

that distinguish between causes and effects. Note that some

APE models in Blackburn et al. (2013) develop a double

ITCZ that is not present in the CAM5 MITC and APS sim-

ulations shown here. However, when changing some CAM5

physical parameterizations double ITCZs can also be gener-

ated, which furthermore depend on the diffusion properties

of the dynamical cores. This is not further discussed here

but showcases how idealized model configurations such as

MITC and APS can reveal these model intricacies and their

dynamical core impact. On a final note, the MITC and APE

experiments (with single ITCZs) have one important aspect

in common. The higher the equatorial precipitation rate the

narrower the ITCZ region, which can be seen in our Fig. 12

and Fig. 4 in Blackburn et al. (2013).

In addition to the mean precipitation statistics, the fre-

quency distribution of the precipitation rates for all four

MITC dynamical cores is shown in Fig. 14. In particular,

the figure displays the fraction of the precipitation rate be-

tween 10◦ N and 10◦ S that falls into each precipitation bin.

As seen in Sect. 4.3, the assessment is based on 6 months

of 6-hourly instantaneous precipitation data that have been

conservatively regridded to a 2◦× 2◦ latitude–longitude grid

before the analysis. The precipitation rates in Fig. 14a range

from 0 to 120 mmday−1 with 1 mmday−1 bins, and from 0

to 600 mmday−1 with 10 mmday−1 bins in Fig. 14b.

Figure 14a indicates that all four dynamical cores

have similar distributions for low precipitation rates with

curves that mostly overlay each other. However, above

200 mmday−1 the range of distributions widens as seen

in Fig. 14b. In particular, SE and EUL show the most

frequent extreme precipitation events that range up to

550–600 mmday−1. This is followed by the FV dynami-

cal core with peak events around 450 mmday−1, whereas

the extreme precipitation rates in SLD only reach val-

ues around 350 mmday−1. Extreme precipitation events are

closely connected to grid-scale-size storms, as investigated

by Williamson (2013), that are closely linked to extreme

vertical pressure velocities. The latter have been shown in

Fig. 9c for SE (se_ftype= 1) and in Fig. 10 for FV, EUL,

and SLD in MITC mode. From these, it is obvious that both

SE and EUL show the most intense 850 hPa vertical pressure

velocities in the tropical region between ±10◦, whereas the
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Figure 14. Frequency distributions of the MITC precipitation rates averaged between ±10◦ for SE (black), FV (red), EUL (blue), and SLD

(green). (a) Precipitation rates range from 0 to 120 mmday−1 with 1 mmday−1 bins, (b) precipitation rates range from 0 to 600 mmday−1

with 10 mmday−1 bins.

tropical vertical pressure velocities are somewhat reduced in

FV and SLD. Furthermore, the occurrences of the grid-point-

scale storms in FV and SLD are visibly reduced in these in-

stantaneous ω snapshots.

As a point of comparison, Fig. 15 displays the correspond-

ing precipitation frequency distributions of all four APS con-

figurations. The two MITC model outliers are replicated by

the APS results. In particular, the most extreme tropical pre-

cipitation events are present in CAM5-SE whereas the least

active dynamical core is SLD. The peak magnitudes of the

heavy rainfall events are reduced to 420 and 240 mmday−1

in SE and SLD, respectively, which is a result of the deep

convection parameterization in the APS simulations. The SE

distribution is closely tracked by the FV dynamical core with

peak precipitation events around 380 mmday−1. EUL’s peak

precipitation rates in the APS configuration reaches about

320 mmday−1. While the APS and MITC frequency distri-

butions are not a perfect match, as expected, they do reveal

the general characteristics of the physics–dynamics coupling

strategy and the likelihood of grid-scale-size storms.

5.2.4 Equatorial waves

The final analyses focus on the tropical wave activity in the

four MITC simulations, which can also be compared to the

CAM5-SE discussions in Sect. 4.4. The convectively cou-

pled equatorial waves are again analyzed via the Wheeler

and Kiladis (1999) wavenumber–frequency spectra. As be-

fore, the analysis is based on 6 months of 6-hourly instan-

taneous 100 hPa temperature data between 15◦ S and 15◦ N,

using consecutive 96 day windows with 60 days of overlap.

Figure 16 shows the symmetric wavenumber–frequency

spectra of all four dynamical cores in the MITC configura-

tion. The solid lines are dispersion curves that indicate lines

of constant equivalent depth with h= 12, 25, and 50 m. Fur-

thermore, the thick dashed line denotes the h= 200 m dis-

persion curve. All dynamical cores have prominent, eastward

propagating Kelvin waves that have, in general, similar char-

acteristics. SE and FV (Fig. 16a and b) both feature Kelvin

waves with equivalent depths of slightly larger than 50 m at

a wide range of frequencies. EUL and SLD (Fig. 16c and d)

both feature Kelvin waves with an equivalent depth below

50 m and predominantly shorter frequencies (longer periods)

than SE and FV. It seems as if the overall Kelvin wave activ-

ity in SLD is least abundant. This could be related to the re-

duced occurrences of intense precipitation rates as displayed

in Fig. 14b.

Convectively uncoupled Kelvin waves with equivalent

depths of around 200 m are also present in all four dynam-

ical cores as further described in Sect. 4.4. These high-speed

Kelvin waves seem to be most abundant in the EUL simula-

tion and occupy a wider high-frequency range. This aspect

might be connected to the EUL’s gravity wave noise, dis-

cussed earlier in Sect. 5.2.1, but this link needs further inves-

tigations.

6 Suggested further extensions of the MITC approach

The MITC can be considered a test case of intermediate com-

plexity that is highly versatile in its present form as demon-

strated in Sects. 4 and 5. However, many other model con-

figurations or application areas are feasible. For example, the

complexity of the MITC physical parameterizations and in-

cluded processes can be increased, including the inclusion of

a deep convection scheme, the use of a Kessler-type warm-

rain scheme instead of large-scale condensation, the inclu-

sion of idealized topography as “water mountains”, the in-
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Figure 15. Same as Fig. 14 but for the CAM5 APS configurations of SE (black), FV (red), EUL (blue), and SLD (green).

clusion of a land–sea mask with dry land points, or the re-

placement of the prescribed SSTs with a slab ocean model

with a constant mixed-layer depth. Furthermore, many other

application areas are feasible, such as a systematic study

of tropical waves and the stratospheric quasi-biennial os-

cillation under varying moisture conditions, grid imprint-

ing aspects of non-latitude–longitude grids or computational

grids with variable resolution, more-in-depth analyses of the

physics–dynamics coupling interface and numerical noise, as

well as community-wide moist dynamical core model inter-

comparisons. Here we briefly characterize these possible en-

hancements that all warrant further research.

6.1 Addition of a deep convection scheme

The inclusion of a convection scheme to a simplified

physics framework was for example demonstrated by Frier-

son (2007b), who formulated a simplified version of a Betts–

Miller-type convective adjustment parameterization. We al-

ready experimented with this simplified Betts–Miller con-

vection parameterization in the MITC, which we called be-

fore the large-scale condensation. While the inclusion of this

parameterization moved the MITC simulations closer to the

APS results with broader ITCZs and enhanced upper level

heating in the tropical atmosphere (not shown), we found

the simulations to be rather sensitive to the subjective choice

of the Betts–Miller relative humidity threshold and relax-

ation timescale. These two convection parameters needed to

vary considerably in the CAM5 dynamical cores for com-

parable results. This is consistent with the findings in Frier-

son (2007a), who demonstrated that the variation of the two

parameters greatly impacted the Kelvin wave activity in his

simplified-physics framework. It highlights the complex non-

linear interactions between the dynamical core and the moist

processes.

6.2 Use of a Kessler-type warm-rain scheme

The large-scale condensation in MITC can also be replaced

with a more complex warm-rain Kessler-type physical pa-

rameterization that was, e.g., detailed in Klemp and Wil-

helmson (1978). The Kessler-type parameterization is an ex-

ample of a cloud microphysics scheme. It adds cloud wa-

ter and rain water to the list of prognostic variables, and

incorporates new processes such as the autoconversion and

accretion of cloud water to rain. A Kessler-type example

Fortran routine has recently been provided by Klemp et al.

(2015). Note though that this implementation implicitly as-

sumes very short physics time steps (on the order of seconds)

in order to obey a numerical stability constraint in the verti-

cal direction. More specifically, the rain drop fall speed on

the order of 5–6 ms−1 is only allowed to transport rain to

the underlying grid box, which might be located in close

proximity depending on the vertical grid spacing (typically

below 100 m at low levels). A more practicable approach

for physics time steps of order 1800 s is therefore the in-

clusion of a rainfall sub-cycling scheme, which is present in

the Kessler-type Fortran routine in the Weather Research and

Forecasting Model (WRF) (Skamarock et al., 2008). We re-

cently included the Kessler-type warm rain scheme with sub-

cycling in MITC-CAM and found that the general circulation

is almost identical to the study presented here.

6.3 Inclusion of water mountains

The current MITC configuration assumes a water-covered

planet with zero surface elevation that forces the general cir-

culation to be symmetric in the Northern and Southern hemi-

spheres. However, idealized or even realistic water-covered

mountains can be introduced and were denoted as “water

mountains” by Schneider et al. (2015). They impact the

general circulation, for example via the generation of topo-
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Figure 16. Wavenumber–frequency diagrams for the MITC simulations showing spectral power for the symmetric component of the 100 hPa

equatorial temperature averaged between ±15◦ for (a) SE, (b) FV, (c) EUL, and (d) SLD. The solid lines show the theoretical shallow-water

dispersion curves for the equivalent depths h= 12,25, and 50 m without a mean background velocity. The thick dashed line is the h= 200 m

dispersion curve.

graphic rain, and lead to hemispherically asymmetric circu-

lations. However, such a variation needs a careful review of

the lower boundary condition. Schneider et al. (2015) used

a slab ocean configuration that self-adjusts its surface tem-

perature based on the surface energy balance. In MITC, the

SSTs are prescribed and will need to be height adjusted to

reasonably mimic the vertical temperature variations above

topography.

6.4 Impact of land–sea masks

The current MITC configuration has no information about

land–sea contrasts. All grid points are water-covered and al-

low for the evaporation of water via the latent heat flux at

the surface. A straightforward modification of the MITC ap-

proach is the introduction of a land–sea mask with dry or

reduced-moisture land points without any surface elevation.

This can easily be accomplished by suppressing or reducing

the surface latent heat flux over land areas. It will lead to

hemispherically asymmetric circulations and should have an

impact on the wave activity.

6.5 Slab ocean configurations

As mentioned in the introduction, alternative simplified

physics packages such as the ones by Frierson et al. (2006)

and O’Gorman and Schneider (2008) include mixed-layer

oceans with constant mixed-layer depths that close the en-
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ergy budget at the lower boundary. This is imperative for

idealized climate change studies in order to obtain energet-

ically consistent changes in precipitation. A consequence of

the slab ocean configuration is the use of a more complicated

radiation parameterization that gives access to the net short-

wave and incoming and outgoing longwave radiation at the

lower boundary. The MITC approach can be converted to

a slab ocean configuration without prescribed SSTs. How-

ever, careful adjustments of the radiation need to be consid-

ered and will likely require the replacement of the Newtonian

temperature relaxation for this configuration.

6.6 Varying moisture conditions for tropical wave and

stratospheric QBO studies

Recently, Yao and Jablonowski (2013, 2015) detected that

dry Held–Suarez experiments support the generation of trop-

ical stratospheric oscillations that closely resemble the strato-

spheric QBO. Because QBOs are wave-driven phenomena,

the wave triggering and transport characteristics of the dy-

namical cores are of critical importance and determine the

magnitude and period of the QBO-like oscillations. The

MITC, as the moist variant of the HS configuration, there-

fore gives further access to an improved understanding of the

wave–mean flow interaction. Because resolved-scale convec-

tion and rain act as effective tropical wave generators, the

QBO-like oscillations in the four CAM5 dynamical cores

are greatly impacted. In particular, the enhanced wave forc-

ing due to moisture processes lead to shorter QBO periods

and enhanced magnitudes in some sample MITC studies (not

shown here). The moisture content of the MITC atmospheres

can also be easily varied, e.g., via the adjustment of the bulk

transfer coefficients for latent heat CE or the variation of the

saturation vapor pressure e∗0 coefficient as done in Frierson

et al. (2006). This allows for systematic studies of the tropi-

cal wave activity, the wave–mean flow interactions, and their

dependence on the hydrological cycle.

6.7 Grid imprinting

The MITC can also be used in its present form to further in-

vestigate grid imprinting issues. These might arise from the

use of non-latitude–longitude computational grids in the dy-

namical cores, such as the CAM5-SE cubed-sphere config-

uration. Cubed-sphere grids have built-in wavenumber four

irregularities in both hemispheres; therefore, the question

arises whether these mesh characteristics can be detected in

the general circulation. An example of such grid imprinting

assessments with the dry Held–Suarez test was provided by

Harris and Lin (2013), who found cubed-sphere wavenumber

four anomalies in the time-mean vertical pressure velocities

at low and mid-levels. They also found grid imprinting signa-

tures in the variable-resolution configuration of their model.

Such grid imprinting issues are likely to become more se-

vere once moist interactions are included, and the MITC pro-

vides an idealized test bed for such investigations. Due to the

simplistic nature of the large-scale condensation, the MITC

is expected to exhibit some grid-size sensitivities. There-

fore, this allows for more enhanced assessments, such as the

grid-scale sensitivities of newly added convection schemes

that promise to be more scale-aware (e.g., Grell and Freitas,

2014).

6.8 Physics–dynamics coupling interfaces

As shown in Sect. 5, the MITC serves as an idealized test bed

for physics–dynamics coupling strategies because it repli-

cates the coupling intricacies of complex-physics simula-

tions. Additional application examples are suggested, such as

the sensitivities of the coupling to the physics time step that

was recently investigated by Wan et al. (2015). They con-

ducted numerical convergence studies with respect to shrink-

ing physics time steps in CAM5-SE and used the MITC/RJ12

large-scale condensation as a baseline example for the con-

vergence behavior. Furthermore, parallel- vs. sequential-split

coupling strategies can be investigated in the MITC simpli-

fied framework before complex physical parameterizations

are assessed. In addition, MITC allows for an in-depth analy-

sis of other dynamics–physics interactions such as the impact

of varying explicitly added or implicit numerical diffusion on

extreme precipitation statistics. As shown in Jablonowski and

Williamson (2011) (their Sect. 13.4.1.2 and their Fig. 13.8)

an increase in the horizontal divergence damping can have

a profound impact on the frequency distribution of the trop-

ical precipitation rate. In particular, an increase in the diffu-

sion led to a sharp decrease in the likelihood of heavy pre-

cipitation events in CAM3.5-FV aquaplanet configurations

at low resolutions.

6.9 Community-wide moist dynamical core

intercomparisons

The snapshots of the CAM5 dynamical core intercompar-

ison presented here provide a first glimpse of the poten-

tial model spread and model uncertainty in the presence of

nonlinear moisture feedbacks. Other dynamical core con-

figurations need to be tested, such as newly emerging non-

hydrostatic dynamical cores, dynamical cores with deep-

atmosphere configurations, and models with other numeri-

cal discretizations and computational grids. This will provide

further insights into the model spread and might even serve

as a debugging and learning tool for models in their early de-

velopment stages. Therefore, we encourage the incorporation

of the easy-to-use MITC approach into the routine test beds

of the dynamical cores and the documentation of the results

in the literature. This will establish a broad base for model

intercomparisons and help establish standards.
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7 Conclusions

A moist idealized test case for atmospheric model dynami-

cal cores has been presented. This test case was inspired by

the dry Held–Suarez test and the simplified physics package

of RJ12. This new variant of the HS test includes moisture

and thereby sheds light on the nonlinear dynamics–physics

moisture feedbacks without the complexity of full-physics

parameterization packages. In particular, it adds simplified

moist processes to the modified HS temperature relaxation

and low-level HS Rayleigh friction to model large-scale con-

densation, boundary-layer mixing, and the exchange of la-

tent and sensible heat between the atmospheric surface and

an ocean-covered planet with prescribed sea surface tem-

peratures. Using the CAM5-SE dynamical core we demon-

strate that the inclusion of the moist idealized physics pack-

age leads to climatic states that closely resemble aquaplanet

simulations with complex physical parameterizations. Com-

parisons to both APS and APS without deep convection are

provided to further shed light on the role of the deep convec-

tion parameterization and its moisture transport.

We establish that the MITC approach generates reason-

able atmospheric circulations that serve as a useful test bed

and application tool for a broad range of scientific investiga-

tions. Two example application areas were presented. First,

we showed that the test case reveals the characteristics of the

physics–dynamics coupling technique and reproduces cou-

pling issues seen in full-physics simulations. In particular, we

demonstrated in CAM5-SE that sudden adjustments of the

prognostic fields due to moist physics tendencies can trigger

undesirable large-scale gravity waves, which can be reme-

died by a more gradual application of the physical forcing.

Second, the moist idealized test case was used for a dynam-

ical core intercomparison that is based on the four CAM5

dynamical cores SE, FV, EUL, and SLD. These represent

a wide selection of numerical approaches and show their im-

pact on the general circulation.

In general, we found that the moist dynamical cores gen-

erate similar climatic states, which is especially true in the

midlatitudes and polar regions. The differences are most pro-

nounced in the tropical regions that experience the biggest

impact from the moist physical parameterizations. In par-

ticular, the MITC simulations revealed differing character-

istics of the ITCZs and Hadley circulations, and furthermore

provided insight into the likelihood of extreme precipitation

events. The latter are impacted by the occurrences of grid-

point-size storms, which gives further information about the

intricacies of the physics–dynamics coupling. Selected com-

parisons to aquaplanet simulations demonstrate that some

MITC characteristics almost perfectly replicate their APS

counterparts, such as the shapes of the upper-tropospheric

kinetic energy spectra. The steepness of the kinetic energy

slopes is closely connected to the diffusion characteristics of

the dynamical cores; therefore, it suggests that the dynamical

cores are the dominating factors for these KE assessments.

Precipitation-related processes do not typically exhibit a per-

fect match between MITC and APS. However, this is neither

expected nor required to serve as a useful test bed. It was

shown that the overall characteristics like the equatorial to-

tal precipitation rates in MITC and APS were rather similar,

and that the least active and most active dynamical core with

respect to the extreme tropical precipitation are identical in

MITC and APS simulations. All dynamical cores trigger con-

vectively coupled equatorial waves despite the simplicity of

the MITC package. This allows for a detailed assessment of

the tropical wave activity.

MITC helps fill the gap in the current hierarchy of GCM

test cases, which lacks easy-to-use, fully documented, and

computationally inexpensive configurations like the MITC.

The MITC simulations distinguish between causes and ef-

fects, and our goal is to establish standards for moist dynam-

ical core assessments. The dynamical cores used here rep-

resent a variety of commonly used numerical methods and

grid designs for atmospheric general circulation models. It is

shown that the moist idealized test case is robust enough to

generate similar climates in all four dynamical cores, yet sen-

sitive enough to reveal their differences. Further work should

explore these differences in greater detail, including statisti-

cal analyses of the differences between the four CAM5 dy-

namical cores and additional comparisons to dynamical cores

from other GCMs. In addition, many extensions of the MITC

approach and a wide array of other application areas are fea-

sible, which we suggest exploring in the future.
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Appendix A

The MITC simulations presented in this paper are all ini-

tialized and spun up with an identical initial state, which

we document for completeness. It is based on the shallow-

atmosphere version of the baroclinic wave test for dynamical

cores developed by Ullrich et al. (2014). This set of initial

conditions provides a steady-state atmosphere with constant

zero surface geopotential, or no topography. The moist sur-

face pressure is set to ps = p0 = 1000 hPa everywhere. This

is slightly lower than the recommended moist ps value for

the APE simulations (1013.25 hPa). The initial state also in-

cludes a perturbation in the zonal-wind field, which gener-

ates synoptic-scale waves in the Northern Hemisphere mid-

latitudes. This baroclinic wave test is designed for dry dy-

namical cores, therefore moisture has been added. The spe-

cific humidity profile is calculated by

q (φ,σ )= (A1)q0 exp

[
−

(
φ
φhw

)4
]

exp

[
−

(
(σ − 1)

(
p0

phw

))2
]

p ≥ 100hPa ,

0 p < 100hPa ,

where q0 = 18 gkg−1 is the maximum specific humidity,

φhw = 2π/9 radians (40◦) is the horizontal half-width of the

specific humidity profile with latitude, and phw = 300 hPa is

the vertical half-width of the specific humidity profile with

pressure. In this moist environment the initial temperature

profile (Eq. 20 in Ullrich et al., 2014) now represents the vir-

tual temperature, Tv, and the temperature profile is calculated

by

T =
Tv

1+ 0.608q
. (A2)

The resulting initial conditions (see complete equation set

in Ullrich et al., 2014) form a stable atmosphere that is suit-

able for initializing the moist idealized test. Other initial con-

ditions may also be used. We advise against using a dry initial

state because large physics tendencies could cause the model

to become unstable at the beginning of the model run. An ap-

propriate spin up time, such as 6 months in our simulations,

should allow the atmosphere to stabilize before the results

are used for analysis.
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